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Logarithmic signatures of permutation groups and their applications in private-

key cryptography have been studied since the early 1980s. More recently, Magliveras,

Stinson, and Trung have done some preliminary work in creating two new public-key

cryptosystems, MST1, based on logarithmic signatures, and MST2, based on another

type of group coverings called (r, s)-meshes.

In this thesis, we discuss implementation and security issues relating to both cryp-

tosystems. Our discussion of MST2 is rudimentary. We give an elementary proof that

factoring with respect to an (s, r)-mesh is at least as hard as the discrete logarithm

problem, and discuss what is known about the subgroup intersection problem and its

relationship to MST2.

The bulk of the thesis is devoted to logarithmic signatures and MST1. In order

to implement MST1, we need two distinct types of logarithmic signatures; those for

which factorization is easy, and those for which it is hard. In addition, we need



a method of constructing hard-to-factor logarithmic signatures from easy-to-factor

logarithmic signatures, so that the former can serve as public keys, and the latter as

private keys.

We provide a thorough analysis of several transformations that can be performed

on logarithmic signatures. Every logarithmic signature of a group induces a permu-

tation on SG. Furthermore, a consequence of the analysis of transformations in this

thesis is the discovery that the set of permutations resulting from several classes of

logarithmic signatures of a group is the union of cosets of several different groups.

We show that a class of logarithmic signatures called transversal are easy to factor,

and define and discuss the class of permutably transversal logarithmic signatures,

which may help provide the trap-door needed for MST1.

We define the class of canonical logarithmic signatures. We show that the per-

mutations generated by logarithmic signatures are generated by just the canonical

logarithmic signatures, and give bounds on the number of logarithmic signatures and

induced permutations of certain classes.
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Chapter 1

Introduction

1.1 Cryptography

In 1976, the idea of public-key cryptography was introduced by Diffie and Hell-

man [4, 5]. In the 24 years since, many public-key cryptosystems have been pro-

posed. Most of these have been shown to be insecure. The two best known public-key

cryptosystems, RSA [25] and ElGamal [6], have stood up against attacks and are

generally regarded as being secure. Their security is based on the assumption that

factoring integers (RSA) and solving the discrete logarithm problem (ElGamal) are

intractable.1 Although these assertions have not been proven2, no one has found an

efficient algorithm to solve either problem, and it is generally believed that they are

indeed intractable.

Cryptography, especially public-key cryptography, is becoming increasingly im-

1More precisely, each is intractable in certain cases.
2In fact, neither has been shown to be even NP-hard. It is interesting to note that there is no

known public-key cryptosystem based on an NP-hard problem that is regarded as secure.

1
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portant as more and more information is being stored and transmitted using a wide

variety of media. As we approach the next millennium3, the Internet is continuing

to grow in popularity and importance at an increasing rate. Almost any information

one would want to find is now accessible through phone lines, coaxial cable, and the

airwaves via cellular phones or satellites. With the increase in ease of access comes

an increased need for security of stored and transmitted information. In addition,

computers continue to double in speed every 18 months, making problems that were

hard to solve a few years ago much easier to solve today.

In light of these facts, the continuing development and analysis of cryptosystems

is of paramount importance. In fact, if quantum computers ever become a reality,

public-key cryptography as we know it will no longer be secure, since both RSA

and ELGamal have been shown to be insecure against a quantum computer [27].

Since it cannot be assumed that everyone will obtain quantum computers at the same

time, there will be a need for public-key cryptosystems which can be implemented

on classical computers which are secure against attack by quantum computers. It

is unknown if this is possible at this time. Unfortunately, quantum cryptography is

beyond the scope of this thesis.

3Contrary to popular belief, the start of the next millennium will be January 1, 2001.
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1.2 Group Factorizations

Logarithmic signatures of permutation groups and their applications in private-key

cryptography have been studied since the early 1980s [16, 20, 19, 18, 17, 21]. More

recently, Magliveras, Stinson, and Trung [22] have done some preliminary work in

creating two public-key cryptosystems, based on logarithmic signatures (MST1), and

another type of group coverings, called [s, r]-meshes (MST2). One of the advantages

of using logarithmic signatures in cryptography is that permutation multiplication

can be done very efficiently in hardware [10].

There are several questions which need to be answered before either of these

systems can be realized. It is the goal if this thesis to explore these questions.

In order to implement MST1, it is required that two things be true:

• There exist wild logarithmic signatures. That is, logarithmic signatures which

are hard to “invert”.

• There exists a method of constructing a wild logarithmic signature from tame

(polynomial-time factorable) ones, probably in the form of a product.

As a precursor to answering the first question, we would like to know which

logarithmic signatures are tame (not wild). A class of logarithmic signatures, called
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r-transversal4, has been known to be tame for a long time. We show that a more

general class, transversal logarithmic signatures, is also tame.5

We also investigate a newly defined class of logarithmic signatures, called per-

mutably transversal. This class is closely related to transversal logarithmic signa-

tures, and may provide the link to non-transversal logarithmic signatures we need to

answer the second question.

Several transformations that can be performed on logarithmic signatures have

been defined and studied by Magliveras and Memon [20], however these authors have

left many questions unanswered. We significantly fill in this gap by providing a

thorough analysis of the transformations. Every logarithmic signature of a group

induces a permutation on SG, and a consequence of the analysis of transformations

is the discovery that the set of permutations resulting from logarithmic signatures of

a group is the union of cosets of several different groups. In fact, there are several

classes of logarithmic signatures for which this is also true. This helps to provide an

understanding of the structure of these permutations. For instance, this gives good

evidence that the permutations which correspond to a logarithmic signature are not

random in any reasonable definition of the word.

4What we call r-transversal here was previously called transversal by Magliveras and others.
Following the idea of Qu [24], we adopt new terminology.

5Qu [24] states the result, but gives no proof, and does not make his assumptions clear.
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We define another new class of logarithmic signatures, called canonical, to which

we can, in general, restrict our attention. Given this class, we are able to prove

several results about the structure of the set of permutations corresponding to loga-

rithmic signatures, including several results relating to the number of certain types

of logarithmic signatures of a group.

These results provide new insight into the structures of the various classes of

logarithmic signatures, and the sets of corresponding permutations. Since logarithmic

signatures are at the center of MST1, an in-depth understanding of them is required

not only to implement MST1, but also to ensure its security. Therefore, it is hoped

that these results will help lead to a realization of MST1.

1.3 Organization

The remainder of the thesis is organized as follows.

Chapter 2 contains definitions and basic results in group theory (Section 2.1),

logarithmic signatures (Section 2.2), group covers (Section 2.3), and logarithmic sig-

nature mappings (Section 2.4). The preliminary chapter concludes with a discussion

of groups and cryptography (Section 2.5).

In Chapter 3, we take a closer look at logarithmic signatures. In Section 3.1 we
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define several important classes of logarithmic signatures, and in Section 3.2 we define

several transformations that can be performed on logarithmic signatures. Sections 3.3

and 3.8 discuss an important newly defined class, canonical logarithmic signatures.

Sections 3.4, 3.5, and 3.7 are devoted to the classes of exact-transversal, transversal,

and permutably-transversal logarithmic signatures. The properties of logarithmic

signature transformations are discussed in Section 3.6. Section 3.9 finishes the chapter

with a few bounds on the number of logarithmic signatures of certain classes.

Chapter 4 focuses on the issues surrounding MST2. In Section 4.1 we discuss

security issues of MST2, and in Section 4.2 we give evidence that factoring with

respect to an [s, r]-mesh is hard in general. Finally, in Section 4.3 we discuss the

coset intersection problem as it relates to MST2.

We conclude with a summary of our contributions and further research in Chap-

ter 5.



Chapter 2

Preliminaries

2.1 Group Theory

For basic definitions in group theory, see [26]. In this paper, we assume that all groups

and sets are finite, unless otherwise specified. This assumption will be implicit for all

theorems.

The set of all permutations on a set X is a group, called the symmetric group,

under the operation of composition of functions. We denote by SX the symmetric

group on the set X. When X = {1, . . . , n}, we write Sn for SX . A permutation group

is a pair (X,G) where X is a finite set and G is a subgroup of SX . The degree of G

is |X|.

Let X be a set, G be a group, written multiplicatively, and suppose a formal

operation, denoted as exponentiation,

X ×G→ X

7
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(x, g) 7→ xg

is defined which satisfies the following axioms:

1. x1 = x for all x ∈ X, where 1 is the identity in G.

2. (xg)h = (x)gh, for all x ∈ X, and for all g, h ∈ G.

Then we say that G acts on the set X, and write G|X. By the kernel, K(G|X), of a

given group action G|X we mean the collection

K(G|X) = {g ∈ G : xg = x, for all x ∈ X}.

It is easy to see that the kernel of a group action is always a normal subgroup of G.

When K(G|X) is the identity subgroup, we say that the action G|X is faithful. A

faithful group action G|X is equivalent to G being a permutation group in SX .

A group action G|X induces an equivalence relation ∼ on X as follows: for x, y ∈

X, x ∼ y if and only if y = xg for some g ∈ G. The equivalence classes are called G-

orbits of the group action. Thus, X is partitioned into G−orbits under the action of G

on X. It is clear that the G−orbit containing x ∈ X is the subset xG = {xg : g ∈ G}.

The set Gx = {g ∈ G : xg = x} is called the stabilizer of x in G. It is easy to

show that Gx is a subgroup of G. The following theorem will be relevant.
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Theorem 2.1 Let G act on a set X. Then the number of elements in the orbit of

x ∈ X is the index of Gx in G, i.e.

|xG| = [G : Gx] = |G|/|Gx|

A group action G|X is called transitive if X consists of a single G-orbit, i.e. xG=X

for any x ∈ X.

Let k be a positive integer. Then the action G|X induces an action G|
(
X

k

)
in the

obvious way: If A = {a1, a2, . . . , ak} ∈
(
X

k

)
and g ∈ G, then Ag = {ag1, a

g
2, . . . , a

g
k}.

Similarly, G acts on the k-tuples of X in a natural way: If ~x = (x1, x2, . . . , xk) is a

k-tuple of X, then ~xg = (xg1, x
g
2, . . . , x

g
k).

The group G is said to be t-transitive on X if the induced action of G on the

ordered t-subsets of X is transitive. That is, if for any pair of t-tuples ~x and ~y of

distinct entries of X, there is an element g ∈ G such that ~xg = ~y.

Let G be a group. We write H ≤ G if H is a subgroup of G, and H < G if H

is a proper subgroup of G. Similarly, we use the symbols E and C if H is a normal

subgroup of G. We say that H is subnormal in G, written H C CG, if there exist

groups H1, . . . , Hm such that H EH1 E . . .EHm EG.

Let H be a subgroup of a group G. Recall that a right coset of H in G is a subset

of G of the form Hg. Similarly, a left coset of H in G is a subset of G of the form
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gH . When G is not an abelian group, Hg 6= gH in general.

The following theorem is useful.

Lemma 2.1 Let L ⊂ G. L is a right coset of G if and only if LL−1l = L for some

l ∈ L.

Proof. It is clear that if L is a coset, LL−1l = L for every l ∈ L, so the first

direction is clear. For the other, we notice that LL−1l = L implies that LL−1 =

LL−1ll−1LL−1 = (LL−1)(LL−1). Since G is finite, this shows that LL−1 is a subgroup,

and since L = LL−1l, L is a right coset. �

Let A ⊆ G. Then 〈A〉 denotes the subgroup generated by A, and Ag = {ag | a ∈

A}. If H ≤ G, the centralizer of A in H is CH(A) = {h ∈ H | ah = a, ∀a ∈ A}. If

a ∈ G, CH(a) = CH({a}).

Let Z(G) be the subset of those elements of G that commute with all elements of

G. That is, Z(G) = {g ∈ G : gh = hg for all h ∈ G}. Then it is not hard to show

that Z(G) is a normal subgroup of G. We call Z(G) the center of G.

Let G be a group of order n. For each g ∈ G we define

gr =

(
1 g1 g2 · · · gn
1 · g g1 · g g2 · g · · · gn · g

)
.

Thus, gr is the permutation in SG that maps h to hg. Define RG = {gr : g ∈ G}.
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Then RG is a subgroup of SG which is isomorphic to G. RG is called the right regular

image of G. We can define gl and the left regular image of G, LG, similarly.

Let g, h ∈ G. Then it is not hard to see that for any x ∈ G,

gr(hl(x)) = gr(hx) = hxg = hl(xg) = hl(gr(x))

Thus, LG and RG commute element-wise.

Let gr = hl. Then gr(1) = hl(1), i.e. 1 · g = h · 1, so g = h. Also, xg = gx for all

x ∈ G, so g commutes with all elements of G. That is, g is in the center of G. Thus,

we have that LG ∩RG = Z(LG) = Z(RG).

From these results it is easy to see that

G = 〈LG, RG〉 = LGRG, and

|G| =
|LG| · |RG|

|LG ∩ RG|
=

|LG| · |RG|

|Z(RG)|
=

|G|2

|Z(G)|
.

For subgroups H,K ≤ G, the normalizer of H in K is NK(H) = {k ∈ K | Hk =

H}. If H ≤ G, the core of H in G is CoreG(H) = ∩g∈GHg, the largest subgroup of

H that is normalized by G.

A normal series for a groups G is a chain of subgroups

1 = Gn ⊂ Gn−1 ⊂ . . . ⊂ G1 ⊂ G0 = G
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such that Gi+1 C Gi. The factor groups are the groups Gi/Gi+1 for i = 0, . . . , n− 1.

A group G is called solvable (or soluble) if it has a normal series whose factor groups

are cyclic of prime order. Equivalently (when G is finite), G is solvable if it has a

normal series with abelian factor groups.

A normal series is called a composition series if either each Gi+1 is a maximal

normal subgroup of Gi, or Gi+1 = Gi. The factor groups of a composition series are

called the composition factors of G.

For any fixed integer d, let Γd denote the class of groups all of whose non-cyclic

composition factors are isomorphic to some subgroup of Sd.

For the remainder of the paper, we make the following assumptions. Let G be a

permutation group of degree n. When we use the term “polynomial”, we mean poly-

nomial in n, unless stated otherwise. We assume that G is presented by a polynomial

number of generators. When we have a chain of subgroups, γ : G = G0 > G1 > . . . >

Gs = 1, we assume that [Gi−1 : Gi] is bounded by a polynomial, for i = 1, . . . , s.

For more information on group theory, the reader is directed to [26]. For more

information on permutation groups and algorithms, see [3].
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2.2 Logarithmic Signatures

In this section we will define the basics of logarithmic signatures. For more informa-

tion on logarithmic signatures, see, for example, [20].

LetG be a finite permutation group of degree n. A logarithmic signature forG is an

ordered collection α = {Bi : i = 1, . . . , s} of ordered sets Bi = {B(i, 1), . . . , B(i, ri)}

such that the following two properties hold:

i) ` =
∑s

i=1 ri is bounded by a polynomial in n,

ii) B(i, j) ∈ Sn for all 1 ≤ j ≤ ri and 1 ≤ i ≤ s, and

iii) each element g ∈ G can be expressed uniquely as a product of the form

g = b1 · b2 · · · bs−1 · bs, (2.1)

where bi ∈ Bi.

The sets Bi are called the blocks of α. For simplicity and clarity, we will label the

elements of α by α[i; j] = B(i, j), where 1 ≤ i ≤ s and 1 ≤ j ≤ ri. That is, α[i; j]

denotes the jth element of the ith block of α. We will denote the ith block of α by

α[i].
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In this thesis we will restrict our attention to logarithmic signatures with α[i; j] ∈

G. We will show in a later section that this restriction has no significant impact.

The vector of block lengths, r = (r1, r2, . . . , rs) is called the type of α, and the

length of α is ` =
∑s

i=1 ri. Notice that M=|G|=
∏s

i=1 ri.

A logarithmic signature is called nontrivial if s ≥ 2 and ri ≥ 2 for 1 ≤ i ≤ s, and

trivial otherwise.

A logarithmic signature is called tame if there is an algorithm by means of which

the factorization in (2.1) can be accomplished in time polynomial in the degree n of

G. If the factorization can be done in time O(n2), the logarithmic signature is called

supertame. A logarithmic signature is called wild if it is not tame.

2.3 Group Covers and [s, r]-Meshes

In this section, we give a more general framework for studying coverings of a group,

of which logarithmic signatures are one case. We start with some notation. The

definitions here are taken from [22].

Let G[Z] be the collection of all finite sequences in G. We can view the elements

of G[Z] as vectors with entries in G. If X, Y ∈ G[Z], we define X ⊗ Y to be the tensor
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product of X and Y . For instance, if X = (a, b, c), and Y = (x, y), then

X ⊗ Y = (ax, ay, bx, by, cx, cy).

Let X = [x1, x2, . . . , xr] ∈ G[Z]. Then |X| denotes the length r of X, and X

denotes the element
∑r

i=1 xi in the group ring ZG.

Let G be a permutation group, and let α = [A1, A2, . . . , As] be a sequence with

Ai ∈ G[Z] such that
∑s

i=1 |Ai| is bounded by a polynomial in the degree of G. Let

∑

g∈G

agg = A1 ·A2 · · ·As,

where ag ∈ Z. Then we say that α is

i) a pseudo logarithmic signature for G if
∏s

i=1 |Ai| = |G|.

ii) a cover for G if ag > 0 for all g ∈ G.

iii) a λ-quasi-logarithmic signature for G if ag ∈ {λ, λ+ 1} for all g ∈ G.

iv) a λ-logarithmic signature for G if ag = λ for all g ∈ G.

v) a quasi-logarithmic signature for G if α is a 1-quasi-logarithmic signature for G.

vi) a logarithmic signature for G if α is a 1-logarithmic signature for G.
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Notice that the definition of logarithmic signature above is equivalent to the def-

inition given in the previous section.

In this paper, we are primarily interested in logarithmic signatures (objects of

type iv). We are also interested in a special case of covers (objects of type ii), called

[s, r]-meshes, which we define next.

Let s and r be positive integers, and G a permutation group. A cover α =

[A1, A2, . . . , As] is called an [s, r]-mesh if

i) Ai ∈ G[Z] and |Ai| = r for each i ∈ {1, . . . , s}, and

ii) In

∑

g∈G

agg = A1 ·A2 · · ·As,

the distribution of {ag : g ∈ G} is approximately uniform. By approximately

uniform, we mean with regard to the usual statistical analysis.

We represent an [s, r]-mesh by an s× r matrix α = (ai,j), where each ai,j ∈ G.

2.4 Logarithmic Signature Mappings

In this section, we define some maps that will be useful.

Let α be a logarithmic signature of a group G of type (r1, r2, . . . , rs). Define the
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bijection Θα : Zr1 × · · · × Zrs → G by

Θα(p1, . . . , ps) = α[1, p1] · · ·α[s, ps].

Recall that |G| = M =
∏s

j=1 rj. For each i = 1, 2, . . . , s, define

mi =

{
1 if i=1, and∏i−1

j=1 rj otherwise.

It is not hard to see that each x ∈ ZM can be written uniquely as x =
∑s

i=1 ximi,

where 0 ≤ xi < ri. Define the bijection λ : Zr1 × · · · × Zrs → ZM by

λ(p1, . . . , ps) =

s∑

i=1

pimi.

Each logarithmic signature α induces a bijection ᾰ : Z|G| → G given by ᾰ =

λ−1Θα. Two logarithmic signatures α and β are said to be equivalent if and only if

ᾰ = β̆.

Let α and β be logarithmic signatures for a group G. Then the mapping

Pα,β = ᾰβ̆−1

is a permutation on Z|G|. Thus, each pair (α, β) of logarithmic signatures of G

corresponds to a permutation Pα,β = ᾰβ̆−1 ∈ S|G|. It is not hard to see that P−1
α,β =

Pβ,α. For any subset F ⊆ Λ, we denote FP = {Pα,β : α, β ∈ F}. We are interested in

FP and 〈FP 〉 for various subsets F of Λ.



18

Let η be a fixed tame logarithmic signature. Then each logarithmic signature α

corresponds to a permutation α̂=Pα,η=ᾰη̆
−1 ∈ S|G|. It is easy to see that α̂=β̂ if and

only if α and β are equivalent. Note that equivalence does not depend on the choice

of η. We can think of η as an initial ordering of the elements of G. In light of this,

we will call η the ordering logarithmic signature of G. Whenever we have a fixed η

and a subset F ⊆ Λ, we denote F̂ = {α̂ : α ∈ F}

Since fixing one logarithmic signature makes things easier, we would like to fix η

and study the sets F̂ instead of FP . Unfortunately, the following theorem shows that

for any subset F ⊆ Λ, the set F̂ is not necessarily the same for different choices of η.

Theorem 2.2 Let G be a group, and η, α, and β any logarithmic signatures of G.

Then Pα,β = Pα,ηPη,β.

Proof. This is easily established by applying the definition:

Pα,ηPη,β = ᾰη̆−1η̆β̆−1 = ᾰβ̆−1 = Pα,β.

�

In light of this, the properties of these sets will change according to the ordering

logarithmic signature. In fact, if we are allowed to replace η by any mapping from G

to Z|G|, we can get any P ∈ S|G| in the set F̂ . However, we show next that we can
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study these sets independent of the ordering permutation. It is straightforward to see

that

Pα,β = ᾰβ̆−1 = ᾰη̆−1η̆β̆−1 = ᾰη̆−1(β̆η̆−1)−1 = α̂ · β̂−1.

This establishes the following.

Theorem 2.3 Let G be a group, and F ⊆ Λ. Then

FP = {Pα,β : α, β ∈ F} = {α̂ · β̂−1 : α, β ∈ F} = F̂ F̂−1.

From this it is easy to see that 〈FP 〉 = 〈F̂ 〉. That is, the subgroups generated in

the two cases are the same. What is interesting about this is the fact that it is not

necessarily the case (in fact, often it is not the case) that F̂ ⊆ F̂ F̂−1 = FP . This may

happen, for instance, if the identity permutation is not in F̂ .

In summary, if we wish to study the set FP , we may fix a logarithmic signature η,

first consider the set F̂ , and then construct FP = F̂ F̂−1. However, if we are interested

in the subgroup 〈FP 〉, we can restrict our attention to 〈F̂ 〉. In either case, we start

by picking any fixed logarithmic signature η, and construct F̂ .

2.5 Groups and Cryptography

It is assumed the reader is versed in the basics of cryptography. For an excellent

introduction, consult the text by Stinson [29].
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The structures defined in the previous sections have applications to cryptogra-

phy. Permutation Group Mappings (PGM) is a private-key cryptosystem, invented

by Magliveras in the 1970s, that uses logarithmic signatures as keys. More recently,

Magliveras and others have been attempting to use logarithmic signatures as the ba-

sis for a public-key cryptosystem. A new approach using [s, r]-meshes is also being

investigated.

In this section, I will briefly describe these three cryptosystems. The latter two

systems, refered to as MST1 and MST2, will be discussed in more detail in later

sections. These systems were proposed by Magliveras, Stinson, and Trung, and details

on both of these can be found in [22].

2.5.1 PGM

The idea behind PGM is simple. Having fixed a logarithmic signature η, and given

a pair of logarithmic signatures, α and β, with β tame, the encryption function

Eα,β : Z|G| 7→ Z|G| is given by

Eα,β = Pα,β = α̂ · β̂−1.

Decryption is simply the inverse of encryption:

Dα,β = E−1
α,β = Eβ,α = β̂ · α̂−1.
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Notice that α must also be tame if decryption is to be performed. PGM is discussed

in detail in [16, 19, 20, 21].

2.5.2 MST1

Before we discuss MST1, we need to make a few assumptions about logarithmic

signatures:

• Assumption 1: Given a wild logarithmic signature β, it is “hard” to compute

β̂−1.

• Assumption 2: Given a wild logarithmic signature β, it is “hard” to find a

set of transversal logarithmic signatures θ1, θ2, . . . θk such that β̂ = θ̂1θ̂2 . . . θ̂k.

Notice that Assumption 2 follows from Assumption 1. Although there is no known

proof of these assumptions, there is strong evidence that they are valid. In fact,

factoring with respect to a logarithmic signature is very closely related to the discrete

logarithm problem [22]. Now we describe the cryptosystems.

The reason PGM must be a private-key cryptosystem is that the logarithmic

signatures α and β are both tame, so that anyone who knows α and β can do both

the encryption and decryption. The most obvious way to modify PGM into a public-

key system is to require that α be wild. However, in order to facilitate decryption,
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there must be some way for the user, and only the user, to “invert” α. This is the

basis of MST1.

With MST1, a user, say Alice, selects a group G and a pair of logarithmic signa-

tures (α, β), with α wild, and β tame, such that a factorization α̂β̂−1 = θ̂1 · · · θ̂k is

known, where the θi are tame and k ≥ 2 is small. Alice publishes the group G and

the pair of logarithmic signatures (α, β) as her public key, but keeps the factorization

to herself.

Although in practice, there is no known easy way to construct factorizations

α̂β̂−1 = θ̂1 · · · θ̂k, in the next section we give a result of Magliveras and Memon [20]

that essentially shows that for most groups, the factorizations do exist.

The encryption function is Eα,β = α̂β̂−1, which anyone can compute since β is

tame. The decryption funtion is Dα,β = Eβ,α = β̂α̂−1 = θ̂k
−1

· · · θ̂1
−1
, which only

Alice can perform by Assumption 2.

There are several important questions that must be answered about MST1:

1. Since one cannot compute a “factorization” α̂β̂−1 = θ̂1 · · · θ̂k, how does one

build a wild logarithmic signature from a set of tame logarithmic signatures?

Without this, one cannot hope to implement MST1.
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2. Are Assumptions 1 and 2 valid? If not, MST1 is not secure.

3. Is MST1 secure? What potential attacks are there against MST1, and can they

be prevented?

4. Is MST1 practical? In particular, is it “fast” enough for practical use?

2.5.3 MST2

MST2 uses [s, r]-meshes, not logarithmic signatures. As with MST1, we need to make

a cryptographic assumption. Let α = (ai,j) be an [s, r]-mesh for a permutation group

G. Let H be a second group, and f : G → H be an epimorphism. Then β = (bi,j),

where bi,j = f(ai,j), is an [s, r]-mesh for H . Our assumption is:

• Assumption 3: Given an [s, r]-mesh α = (ai,j) for a group G, and an element

g ∈ G, then finding a factorization

g = a1,j1 · a2,j2 · · ·as,js

is in general an intractable problem.

Given an [s, r]-mesh α, we can define a surjection ᾰ : Zrs → G in the same way

as was done with logarithmic signatures. Since |G| 6= rs in general, this mapping is

not necessarily a bijection.
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We now describe MST2. The reader versed in cryptography will notice the simi-

larity of MST2 to El Gamal’s system.

Alice chooses two (preferably large) groups G and H , an epimorphism f : G→ H ,

and a random [s, r]-mesh α = (ai,i) for G. Alice computes β = f(α) = (bi,j) =

(f(ai,j)). She makes (α, β) public, but keeps f secret. To send a message h ∈ H to

Alice, Bob

i) Chooses a random integer R ∈ Zrs ,

ii) Computes y1 = ᾰ(R), y2 = β̆(R), and y3 = hy2, and

iii) Sends y = (y1, y3) to Alice.

To decrypt the message, Alice computes y2 = β̆(R) = f(ᾰ(R)) = f(y1), and obtains

the message h = y3y
−1
2 .

The questions one needs to ask about MST2 are

1. Can one easily generate [s, r]-meshes for a group? This is necessary to imple-

ment MST2.

2. Is Assumption 3 valid? If not, MST2 is not secure.

3. Is MST2 secure? What potential attacks are there against MST2, and can they

be prevented?



25

4. Is MST2 practical? In particular, is it “fast” enough for practical use?

As can be seen, there are many questions to be answered before implementations

of either MST1 or MST2 can be realized. The remainder of this thesis is devoted to

summarizing what is already known, and furthering the theory in hopes that there

will be more difinitive answers to these questions in the nead future.



Chapter 3

Logarithmic Signatures

3.1 Classes of Logarithmic Signatures

We can classify logarithmic signatures in a number of ways. In this section, we give

several definitions of classes of logarithmic signatures. For reasons that will become

evident, the terminology in this thesis does not follow the standard terminology used

by Magliveras and others. Our definitions are motivated by, and very close to, those

of Qu [24].

Let γ : G = G0 > G1 > · · · > Gs = 1 be a chain of subgroups of G, and

{Bi : i = 1, . . . , s} be an ordered collection of subsets of G with Bi = {α[i; j] : j =

1, . . . , ri} a complete set of right coset representatives of Gs−i+1 in Gs−i. It is not

hard to see that αk = {Bi : i = 1, . . . , k} is a logarithmic signature for Gs−k, so

that α = {Bi : i = 1, . . . , s} is a logarithmic signature for G. Such a logarithmic

signature is called exact right transversal or exact r-transversal with respect to γ.

26
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Similarly, if α = {Bi : i = 1, . . . , s} is an ordered collection of subsets of G with

Bi = {α[i; j] : j = 1, . . . , ri} a complete set of left coset representatives of Gs−i+1 in

Gs−i, then α is a logarithmic signature for G, and we say it is exact left transversal,

or exact `-transversal.

Let α = {Bi : i = 1, . . . , s}, where Bi = {α[i; j] : j = 1, . . . , ri}. Then α is called

exact mixed-transversal if there exists a permutation σ of 1, . . . , s such that for each

t = 1, . . . , s, Bσ(t) is either a complete set of left or right coset representatives of Gt

in Gt−1 for 1 ≤ t ≤ s, where σ(t+ 1) satisfies one of the following:

1. σ(t+ 1) = σ(t) − 1,

2. if σ(t+ 1) < σ(t) − 1, then Bσ(t+1)Bσ(t+1)+1 · · ·Bσ(t)−1 = Gt,

3. σ(t+ 1) = σ(t) + 1,

4. if σ(t+ 1) > σ(t) + 1, then Bσ(t)+1Bσ(t)+2 · · ·Bσ(t+1) = Gt,

Later we will define a transformation which permutes the blocks of a logarithmic

signature. To reduce the chance of confusion, we will use the term rearrangement

instead of permutation when discussing mixed-transversal logarithmic signatures.

If [Gi−1 : Gi] = ri, then an exact transversal logarithmic signature with rearrange-

ment σ has type r =
(
rσ(1), . . . , rσ(s)

)
.
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The definition is simpler than it looks. An example will help illuminate. Let

G = G0 > G1 > G2 > G3 > G4 > G5 = 1

be a chain of subgroups, and let

G = G1B1 = (B2G2)B1 = B2(B3G3)B1 = B2B3(G4B4)B1 = B2B3B5B4B1,

where each Bi is a complete set of left or right coset representatives for Gi in Gi−1.

Then {B2, B3, B5, B4, B1} is an exact mixed-transversal logarithmic signature for G

with rearrangement (2, 3, 5, 4, 1).

It may be helpful to notice that if β is exact-mixed transversal with Bj = Gs−1,

then Bi is a set of left coset representatives when i = 1, . . . , j − 1, and Bi is a set of

right coset representatives when i = j+1, . . . , s. We can think of Bj as a set of either

left or right coset representatives.

If a logarithmic signature is exact `-, r-, or mixed-transversal, we say it is exact

transversal. In fact, an exact `- or r-transversal logarithmic signature is exact mixed-

transversal.

In Section 3.2, we define a transformation on exact transversal logarithmic sig-

natures called sandwiching, and the result of applying this transformation to a log-

arithmic signature α is called a sandwich of α. We will call a sandwich of an exact
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transversal logarithmic signature a transversal logarithmic signature. Similarly, we

define r-transversal, `-transversal, and mixed-transversal.

If a logarithmic signature is not transversal, we shall call it non-transversal. A

logarithmic signature for which each block is not a coset of a non-trivial subgroup of

G is called a totally non-transversal logarithmic signature. It is clear that a totally

non-transversal logarithmic signature is non-transversal.

There are cases, for instance when G is abelian, when a permutation of the blocks

of a logarithmic signature will also result in a logarithmic signature. A logarithmic

signature for which some permutation of the blocks produces an exact transversal

logarithmic signature is called a permutably exact transversal logarithmic signature. A

logarithmic signature for which some permutation of the blocks produces a transversal

logarithmic signature is called a permutably transversal logarithmic signature.1 If

a logarithmic signature is not permutably transversal, we call it a non-permutably

transversal logarithmic signature.

The last three classes will be invaluable. A logarithmic signature α is called

r-canonical if α[i; 1] = 1 for i = 2, 3, . . . , s. A logarithmic signature α is called `-

canonical if α[i; 1] = 1 for i = 1, 2, . . . , s − 1. A logarithmic signature α is called

1An alternative definition for permutably transversal logarithmic signature could be a logarithmic
signature that is the sandwich of a permutably exact transversal logarithmic signature. This is not
equivalent to our definition, and has several disadvantages.
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canonical if α[i; 1] = 1 for i = 1, 2, . . . , s. In other words, if it is both `- and r-

canonical.

Figure 3.1 gives the notations we will use for the various classes of logarithmic

signatures we have defined. In the figure, G is a group of order
∏s

i=1 ri, γ is a chain of

subgroups of G, r = (r1, . . . , rs) is a type, and σ is a rearrangement of 1, . . . , s. There

are several notations we have not included because they don’t have a well defined

meaning. For instance, F(·, σ, ·) and F(·, σ, r) don’t make sense because, as we have

discussed, we need a chain of subgroups for the concept of rearrangement to have

meaning.

Notice that a logarithmic signature is (exact) mixed-transversal if and only if it

is (exact) transversal, so we usually omit the modifier mixed.

3.2 Logarithmic Signature Transformations

In this section, we will look at different transformations on the set of logarithmic

signatures of a group. We are particularly interested in transformations that will pro-

duce inequivalent logarithmic signatures, so that we may determine a lower bound on

the number of unique permutations α̂ a group will have. We will investigate the prop-

erties of the transformations in Section 3.6, giving only definitions and trivial results
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Figure 3.1: Logarithmic Signature Class Notations
Symbol Set of logarithmic signatures of G
Λ,ΛG all logarithmic signatures
EL, ER, E exact `-, r-, and (mixed-)transversal logarithmic signa-

tures
LT , RT , T `-, r-, and (mixed-)transversal logarithmic signatures
NT non-transversal logarithmic signatures
T NT totally non-transversal logarithmic signatures
PE permutably exact transversal logarithmic signatures
PT permutably transversal logarithmic signatures
NPT non-permutably transversal logarithmic signatures
LC, RC, C `-canonical, r-canonical and canonical logarithmic signa-

tures
FL, FR, FC F ∩ LC, F ∩RC, and F ∩ C, where F is any class
F(·, ·, r) logarithmic signatures of class F with type r, where F is

any of the classes
F(γ, ·, ·) logarithmic signatures of class F with respect to γ, where

F is one of EL, ER, E , LT , RT , or T
F(γ, ·, r) logarithmic signatures of class F of type r with respect

to γ, where F is one of EL, ER, E , LT , RT , or T
F(γ, σ) = F(γ, σ, r) logarithmic signatures of class F , with respect to γ with

rearrangement σ, where F is T or E

in this section. The results of this section are generalized from those of Magliveras

and Memon [20].

The first transformation involves acting on a logarithmic signature α ∈ Λ by an

element t ∈ T, where

T = G× Sn × · · · × Sn ×G

is a direct product with n the degree of G ≤ Sn, and the symmetric group Sn occuring
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s− 1 times. Let t = (t0, t1, . . . , ts) ∈ T, and let t act on α by (t, α) → αt, where

αt = (t−1
0 , . . . , t−1

0 ; . . . ; t−1
s−1, . . . , t

−1
s−1) · α · (t1, . . . , t1; . . . ; ts, . . . , ts).

Thus, each elements of block i is multiplied on the left by t−1
i−1, and on the right by

ti. It is not hard to see that α1 = α, and (αx)y = αxy, so T acts on the collection of

logarithmic signatures Λ having s blocks.

We will actually restrict our attention to those transformations in T′ ⊂ T, where

T′ = G×G× · · · ×G×G.

This insures that the elements of αt will be contained in G.

There are three special cases of this transformation. If t0 = ts = 1, then αt is

called a sandwich of α. Recall that the sandwich of an exact transversal logarithmic

signature is called a transversal logarithmic signature. If t0 = t1 = · · · = ts−1 = 1,

then αt is called a right translation of α. If t1 = t2 = · · · = ts = 1, then αt is called

a left translation of α. For simplicity, when Gg ∈ G, we will talk about right or left

translation by g instead of by t = (1, 1, . . . , 1, g) or t = (g, 1, . . . , 1). For convenience,

we will denote right translation of α by g ∈ G by αg, and left translation of α by

g ∈ G by gα. Notice we abuse the definition slightly for left translation. Technically

left translation by g corresponds to multiplying the last block by g−1, not g.
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The following theorem, due to Magliveras and Kreher, shows the relationship

between the sandwich transformation and equivalent logarithmic signatures, and first

appeared in [20].

Theorem 3.1 Let G be a finite group and α and β two logarithmic signatures of

the same type r = (r1, . . . , rs). Then α and β are equivalent if and only if they are

sandwiches of each other.

In other words, a transversal and non-transversal logarithmic signature of the

same type cannot be equivalent. In fact, Magliveras and Memon [20] give an algorithm

which can determine in polynomial time whether or not a logarithmic signature α is r-

transversal or not, and if it is, construct an equivalent exact r-transversal logarithmic

signature β. We will show that this is true of all transversal logarithmic signatures.

Let α be a logarithmic signature of G of type (r1, . . . , ri, ri+1, . . . , rs). Then we

can create a new logarithmic signature α′ by fusing blocks i and i + 1 into a single

block of length ri · ri+1. More formally, we map the blocks Bj of α to the blocks B′
j

of α′ as follows:

• For 1 ≤ j < i, B′
j = Bj ,

• B′
i = P (Bi ⊗ Bi+1), where P is some permutation of the ri · ri+1 elements.
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• For i < j < s, B′
j = Bj+1,

Notice that there are (ri · ri+1)! possibilities for the ordering of the elements in block

B′
i. We call α a refinement of α′.

If

α = {α[i, j] : i = 1, . . . , s; j = 1, . . . , ri}

is a logarithmic signature, then so is

α′ = {α[i, j]−1 : i = s, . . . , 1; j = 1, . . . , ri}.

We call α′ the inversion of α.

It should be clear that reordering the elements within each block of any (transver-

sal or non-transversal) logarithmic signature α will produce a new logarithmic signa-

ture. We will call this transformation element shuffling. We will discuss the element

shuffling transformation for non-transversal logarithmic signatures later.

The element shuffle is actually a special case of a the shuffle transformation,

which can be applied to only transversal logarithmic signatures. We discuss this

transformation next.

Let G be a group, γ : G = G0 > G1 > · · · > Gs = 1 a chain of subgroups, and

β = {Bi : i = 1, . . . , s} a transversal logarithmic signature of G with respect to γ with
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rearrangement σ = (i1, . . . , is). Then Bik is a set of right or left coset representatives

of Gk in Gk−1, for k = 1, . . . , s. Let B′
ik

=hik ,j · B(ik, j) (or Bik = B(ik, j) · hik,j) if

Bik is a set of right (or left) coset representatives of Gk in Gk−1, where hik,j ∈ Gk−1.

Then the resulting collection β ′ = {B′
i : i = 1, . . . , s} is a new transversal logarithmic

signature for G.

This transformation essentially changes the coset representatives of each block, so

we call it a coset shuffle. When both a coset shuffle and element shuffle are applied, the

transformation is called a shuffle. We can formally define the shuffle transformation

as follows. Recall the rearrangement σ defined for a transversal logarithmic signature

β.

Let M be the group of elements of the form

M = (H1 ×H2 × · · · ×Hs),

where Hσ(k) is an rσ(k) × rσ(k) monomial matrix with entries in Gk. Each Hσ(k) can be

thought of as rσ(k) × rσ(k) permutation matrix whose unit entries have been replaced

by elements of Gk. Think of each block Bσ(k) as a row vector. Then M acts on β by

β ′ = βM = {BHi
i : i = 1, . . . , s},

where B
Hσ(k)

σ(k) = Hσ(k)B
T
σ(k), if Bσ(k) is a set of right coset representatives of Gk in
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Gk−1, and B
Hσ(k)

σ(k) = Bσ(k)H
T
σ(k), if Bσ(k) is a set of left coset representatives of Gk in

Gk−1. It is clear that B
Hσ(k)

σ(k) is still a set of coset representatives.

An example will be useful at this point. As before, let

G = G0 > G1 > G2 > G3 > G4 > G5 = 1

be a chain of subgroups, and

G = G1B1 = (B2G2)B1 = B2(B3G3)B1 = B2B3(G4B4)B1 = B2B3B5B4B1,

where each Bi is a complete set of left or right coset representatives for Gi in Gi−1, and

B5 = G4. Then β = {B2, B3, B5, B4, B1} is an exact mixed-transversal logarithmic

signature for G. If M = (H2, H3, H5, H4, H1), then

βM = {B2H
T
2 , B3H

T
3 , B5H

T
5 , H4B

T
4 , H1B

T
1 }.

Lemma 3.1 The action of M on T (γ, i) is regular.

Proof. Let α = {A1, . . . , As}, β = {B1, . . . , Bs} ∈ T (γ, i). Since the blocks Ai

and Bi only differ in the choice of coset representatives and the order in which the

coset representatives are listed, we can find an Hi such that AHii = Bi. Thus, M is

transitive. This, along with the fact that βM1 = βM2 if and only if M1 = M2 gives

the result. �
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Thus,

|T (γ, i)| = |M| =
s∏

i=1

|Gs−i+1|
riri! =

s∏

i=1

(
s∏

j=i+1

rj

)ri

ri!

Notice that when G is abelian, then permuting the blocks of a logarithmic signa-

ture always produces a logarithmic signature. In general, we can apply this trans-

formation to logarithmic signatures of any group G, resulting in pseudo-logarithmic

signatures. We call this transformation a block shuffle. We are particularly interested

in the cases when the result of a block shuffle is indeed a logarithmic signature. From

our definition, it is clear that a logarithmic signature is permutably transversal if and

only if it is a block shuffle of a transversal logarithmic signature.

3.3 Canonical Logarithmic Signatures

It turns out we can restrict our attention to the canonical logarithmic signatures when

we are concerned about the permutations they induce. We start with an important

theorem.

Theorem 3.2 Let α be a logarithmic signature of G of type r. Then there exists a

unique equivalent `-canonical logarithmic signature of type r, and a unique equivalent

r-canonical logarithmic signature of type r. In other words, if a permutation in S|G|

has a logarithmic signature corresponding to it, then it has unique `-canonical and
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r-canonical logarithmic signatures corresponding to it.

Proof. The following algorithm produces an r-canonical logarithmic signature as a

sandwich of the given logarithmic signature.

for (i = s; i > 1; i = i− 1)
x = A(i, 1)
Ai = Ai × x−1

Ai−1 = Ai−1 × x

At each step the selected element x is the unique element that can result in the

identity being placed in the first position of block i. Since sandwiching is the only

way to produce an equivalent logarithmic signature of the same type, the resulting

logarithmic signature is the unique r-canonical logarithmic signature equivalent to α.

The proof is similar for the `-canonical case. �

Corollary 3.1 A logarithmic signature is `-transversal (r-transversal) if and only if

the equivalent `-canonical (r-canonical) logarithmic signature is exact `-transversal

(r-transversal).

We will prove the analogous result for transversal logarithmic signatures in Sec-

tion 3.5. The following is an easy corollary to Theorem 3.2.

Corollary 3.2 Let G be a group of order
∏s

i=1 ri, and let r = (r1, . . . , rs). Then

1. |R̂C(·, ·, r)| = |RC(·, ·, r)| = |L̂C(·, ·, r)| = |LC(·, ·, r)|,
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2. |Ĉ(·, ·, r)| = |C(·, ·, r)|, and

3. F̂R(·, ·, r) = F̂L(·, ·, r) = F̂(·, ·, r), where F is any class closed under the sand-

wich transformation.

The last statement says that the set of permutations obtainable from logarithmic

signatures is the same as the set obtainable from just `-canonical or r-canonical

logarithmic signatures. Notice that Ĉ(·, ·, r) is the set of permutations in Λ̂(·, ·, r)

which fix 1.

It was mentioned earlier that restricting to logarithmic signatures whose entries

were in G was not a problem. It turns out that the concept of `-canonical and

r-canonical makes this easy to show.

Theorem 3.3 Let G ≤ Sn, and α a logarithmic signature of G with elements from

Sn. Then there exists a logarithmic signature β of G with element from G such that

α̂ = β̂.

Proof. Let β be the r-canonical logarithmic signature equivalent to α. Then since

blocks 2 through s contains the identity, the elements of the first block must be

contained in G. Since blocks 3 through s contain the identity, and the elements of

the first block are in G, the elements of the second block must be in G. Continuing
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in this fashion, it is clear that every element of β is contained in G. �

We will discuss canonical logarithmic signatures more fully in Section 3.8

3.4 Exact Transversal Logarithmic Signatures

Recall the assumptions we made in the introduction. A permutation group G is

assumed to be given by a number of generators polynomial in the degree. In fact, every

permutation group of degree n can be generated by at most n2 generators [3]. We also

assume that when we have a chain of subgroups, γ : G = G0 > G1 > . . . > Gs = 1,

that for i = 1, . . . , s, [Gi−1 : Gi] is bounded by a polynomial in n.

Let G be a permutation group which acts on the set X = {1, 2, . . . , n}, and let

γ : G = G0 > G1 . . . > Gs = 1 be a chain of nested stabilizers in G. That is, the

subgroup Gi fixes pointwise the letters 1, 2, . . . , i. The following was shown in [8].

Theorem 3.4 Let G be a permutation group which acts on the set X = {1, 2, . . . , n},

and let γ : G = G0 > G1 . . . > Gs = 1 be a chain of nested stabilizers in G. Then

there is a polynomial-time algorithm for building a logarithmic signature in ER(γ, ·, ·).

As the next theorem shows, an exact transversal logarithmic signature with re-

spect to a stabilizer chain γ is supertame. We give the proof for exact r-transversal

logarithmic signatures, but it is easy to see that it can be modified for transversal
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logarithmic signatures in general, assuming the rearrangement σ is known. We will

show in the next section that there is a polynomial-time algorithm to compute this

rearrangement.

Theorem 3.5 Let G be a permutation group which acts on the set X = {1, 2, . . . , n},

let γ : G = G0 > G1 > . . . > Gs = 1 be a chain of nested stabilizers in G, and let α

be an exact transversal logarithmic signature with respect to γ. Then α is supertame.

Proof. By Theorem 2.1, the orbit of of i under Gi−1 has size |Gi−1|/|Gi| = ri. Let

{δ1 = i, δ2, . . . , δri} be the orbit of i under Gi−1. We can write

Gi−1 = Giα[i; 1] + . . .+Giα[i; ri].

Let x ∈ Gi−1 move i to δj. Then x ∈ Giα[i; k], for some k, and α[i; k] also moves i to

j. Since this is true for every j = 1, . . . , ri, and since each α[i; j] can only move i to

one value, the α[i; j] must each take i to a different δj . Then, after relabeling the δj ,

we can write

Gi−1 = Giα[i; 1] + . . .+Giα[i; ri],

where α[i; j] moves i to δj. Thus, x ∈ Gi−1 belongs to the coset Giα[i; j] if and only

if x moves i to δj . The correct coset can be found in time O(ri) = O(n).
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Notice that y = α[i; j]−1 · x fixes 1, . . . , i, so y belongs to Gi, and we can find the

coset of Gi+1 to which y belongs in the same manner. The product α[i; j]−1x can be

computed in O(n) steps.

Now, given g ∈ G, we can descend the stabilizer chain as above and compute

xα[s; js]
−1 · · ·α[2; j2]

−1α[1; j1]
−1 = 1. Solving for x yields x = α[1; j1] · · ·α[s; js].

Since the stabilizer chain has depth at most n, and at most O(n) work is done at

each level, the factorization can be found in time O(n2). Thus α is supertame. �

Theorems 3.4 and 3.5 yield the following result.

Corollary 3.3 Let G be a permutation group of degree n, and x ∈ Sn. Then there is

a polynomial time algorithm to determine whether or not x ∈ G.

Corollary 3.4 Let G be a permutation group of degree n, and x, y ∈ Sn. Then there

is a polynomial time algorithm to determine whether or not x ∈ Gy.

Proof. Since x ∈ Gy is equivalent to x · y−1 ∈ G, this follows from Corollary 3.3. �

There is actually a polynomial-time algorithm to build an exact transversal loga-

rithmic signature with respect to any subgroup chain γ (not just a stabilizer chain).

In general, exact transversal logarithmic signatures are tame, as we show next. Again,

the proof is given for r-transversal logarithmic signatures.
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Theorem 3.6 Let G be a permutation group, γ : G = G0 > G1 > · · · > Gs = 1 a

chain of subgroups, and α an exact transversal logarithmic signature with respect to

γ. Then α is tame.

Proof. To find the factorization of x ∈ G, we first determine which coset G1 α[1; j]

x belongs to, which can be done in polynomial time by Corollary 3.4 and by the fact

that α[1] has a polynomial number of entries. To proceed, we calculate y = α[1; j]−1x,

which can be done in time O(n), and recursively find the factorization of y in G1.

In the end, we will have x · α[s; js]
−1 · · ·α[1; j1]

−1 = 1, which we can solve for x to

obtain x = α[1; j1] · · ·α[s; js], the desired factorization. The chain has depth at most

n, each requiring a polynomial amount of work. Thus, the factorization can be done

in polynomial time, so α is tame. �

Given the results of this section, it should be clear that, given a polynomial number

of generators for a group G, we can determine the order of G and membership in G

in polynomial time. We will need these facts in the next section.

3.5 Transversal Logarithmic Signatures

In the last section, we saw that exact transversal logarithmic signatures are in general

tame. This section is devoted to two more general results. First, we can “recognize”
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a transversal logarithmic signature in polynomial time, and second, transversal loga-

rithmic signatures are tame.

We start with an algorithm that determines whether or not a given logarithmic

signature is exact transversal. In fact, the algorithm gives the rearrangement σ of

indices. There is an obvious algorithm to solve the problem in time proportional to s!

(try all possible orderings), but this is not efficient. We develop an efficient dynamic

programming solution.

Let 〈Ai1 , . . . , Aik〉 denote the subgroup generated by the collection of elements

in blocks Ai1 through Aik . Then α = {Ai : i = 1, . . . , s} is an exact transversal

logarithmic signature for G if and only if 〈Ai1 , . . . , Aik〉 = Gs−k for each k = 1, . . . , s.

Now, for 1 ≤ i ≤ j ≤ s, we define

M [i, j] =





1 if Ai, . . . , Aj is an exact transversal
logarithmic signature for 〈Ai, · · · , Aj〉,

0 otherwise.

If M [1, s] = 1, then α is exact transversal. Given M , we can easily compute the

subgroup chain, as we will see. To compute M , we start by noticing that M [i, i] = 1

if and only if Ai is a subgroup. Then in general,

M [i, j] =





1 if either M [i, j − 1] = 1 or M [i+ 1, j] = 1,
and 〈Ai, · · · , Aj〉 is a subgroup of order ri · · · rj

0 otherwise.

We can determine the order of 〈Ai, · · · , Aj〉 in polynomial time by the methods
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mentioned in the last section, so given M [i + 1, j] and M [i, j − 1], we can compute

M [i, j] in polynomial time. Since we need to compute about s2 values, where s is

polynomial, this gives a polynomial-time algorithm to determine whether or not a

logarithmic signature is exact transversal.

The algorithm to compute the chain is not hard to see. We know M [1, s] = 1,

and at least one of M [2, s] and M [1, s − 1] is 1. Therefore, either 〈A2, · · · , As〉 is a

subgroup and A1 a set of coset representatives, or 〈A1, · · · , As−1〉 is a subgroup and

As a set of coset representatives. From this we determine is, and continue with either

M [2, s] or M [1, s− 1] with the same method to find is−1, . . . , i1.

Since we can find the rearrangement σ in polynomial time, exact transversal loga-

rithmic signatures are tame by the method given in the last section. We now turn to

showing that transversal logarithmic signatures are recognizable. Notice that by def-

inition, given a transversal logarithmic signature β, there exists an equivalent exact

transversal logarithmic signature α.

Lemma 3.2 Let G be a group, and γ : G = G0 > G1 > · · · > Gs = 1 be a

chain of subgroups of G. Let β ∈ T (γ, ·, ·), and α ∈ E(γ, ·, ·) such that α̂ = β̂. If

α[i] · · ·α[i + k − 1] = Gs−k, then β[i] · · ·β[i + k − 1] = hGg
s−k, for some g, h ∈ G.

Consequently, if 1 ∈ β[i] · · ·β[i + k − 1], then β[i] · · ·β[i + k − 1] = Gg
s−k, for some
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g ∈ G.

Proof. Notice that for each j ∈ {1, . . . , s}, β[j] = g−1
j−1α[j]gj, for some gj ∈ G, where

g0 = gs = 1. Thus

β[i] · · ·β[i+ k − 1] = g−1
i−1α[i]gig

−1
i α[i+ 1] · · · g−1

i+k−2α[i+ k − 1]gi+k−1

= g−1
i−1α[i] · · ·α[i+ k − 1]gi+k−1

= g−1
i−1Gs−kgi+k−1

= g−1
i−1gi+k−1g

−1
i+k−1Gs−kgi+k−1 = g−1

i−1gi+k−1G
gi+k−1

s−k

= hGg
s−k,

where h = g−1
i−1gi+k−1, and g = gi+k−1. Since a coset is a subgroup if and only if it

contains the identity, the second statement follows. �

Lemma 3.3 Let G be a group, and γ : G = G0 > G1 > · · · > Gs = 1 be a chain of

subgroups of G. Let β ∈ T (γ, ·, ·), and α ∈ E(γ, ·, ·) such that α̂ = β̂.

If α[1] · · ·α[s− 1] = G1, and 1 ∈ β[i] for i = 1, . . . , s − 1, then β ∈ E(γ′, ·, ·), where

γ′ is a conjugate chain of γ.

If α[2] · · ·α[s] = G1, and 1 ∈ β[i] for i = 2, . . . , s, then β ∈ E(γ′, ·, ·), where γ′ is a

conjugate chain of γ.
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Proof. For each k = 1, . . . , s−1, Gs−k = α[i] · · ·α[i+k−1] for some i. By Lemma 3.2,

Bi · · ·Bi+k−1 = Gg
s−k for some g ∈ G. Therefore, β ∈ E(γ′, ·, ·), a conjugate chain. �

Corollary 3.5 Let G be a group, and γ : G = G0 > G1 > · · · > Gs = 1 be a chain

of subgroups of G. Let β ∈ T (γ, ·, ·), αl be the equivalent `-canonical logarithmic

signature, and αr be the equivalent r-canonical logarithmic signatureto β. Then at

least one of αl and αr is exact transversal.

Proof. Let α be the equivalent exact transversal logarithmic signature to β. Clearly

it is also equivalent to αl and αr. Since α is exact transversal, either α[1] · · ·α[s−1] =

G1, or α[2] · · ·α[s] = G1 If α[1] · · ·α[s − 1] = G1, then by Lemma 3.3, αr is exact

transversal. If α[2] · · ·α[s] = G1, then by Lemma 3.3, αl is exact transversal. �

Given a logarithmic signature, in polynomial-time we can determine whether or

not it is transversal. In addition, given a transversal logarithmic signature α, we can

compute the unique r-canonical or `-canonical logarithmic signature equivalent to α

in polynomial time. This establishes the fact that transversal logarithmic signatures

are tame.

We will conclude this section with a few examples to help illustrate some of the

concepts. Let G = Z8 = {a, a2, a3, a4, a5, a6, a7, a8 = 1}.
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Consider the following logarithmic signatures for G.

α = {(1, a), (1, a4), (1, a2)}

β = {(1, a4), (1, a), (1, a2)}

δ = {(1, a, a4, a5), (1, a2)}

It is straightforward to check that each of α, β, and δ is indeed a logarithmic signature

for G. Since (1, a4) and (1, a4)⊗ (1, a2) = (1, a2, a4, a6) are both subgroups, α is exact

transversal with rearrangement σ = (1, 3, 2),

Since neither (1, a4) ⊗ (1, a) = (1, a, a4, a5) nor (1, a) ⊗ (1, a2) = (1, a2, a, a3) is

a subgroup of G, β is not exact transversal. Since β is canonical (and therefore

`-canonical and r-canonical), β is not transversal either. It is permutably exact

transversal, however, since we can permute the first and second blocks to obtain α.

Neither block of δ is a subgroup, or even a coset (since each contains the identity,

this is clear). Thus, δ is totally non-transversal. It may be interesting to note that

Z8 is the smallest group which has a totally non-transversal logarithmic signature.

Let α = {(a6, a5), (a5, a), (a6, 1)}. Then

(a6, a5) ⊗ (a5, a) ⊗ (a6, 1) = (a3, a7, a2, a6) ⊗ (a6, 1) = (a, a5, 1, a4, a3, a7, a2, a6),
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so α is a logarithmic signature for G. To see if α is transversal we compute the

r-canonical and `-canonical equivalents. We first compute the `-canonical equivalent:

{(a6, a5), (a5, a), (a6, 1)} → {(a6, a5)a2, a6(a5, a), (a6, 1)} = {(1, a7), (a3, a7), (a6, 1)}

→ {(1, a7), (a3, a7)a5, a3(a6, 1)} = {(1, a7), (1, a4), (a, a3)}

Thus, αl = {(1, a7), (1, a4), (a, a3)}. Only (1, a4) is a subgroup, and neither (1, a7) ⊗

(1, a4) = (1, a4, a7, a3) nor (1, a4) ⊗ (1, a3) = (1, a3, a4, a7) is a subgroup, so αl is not

exact transversal. Now we compute the r-canonical equivalent:

{(a6, a5), (a5, a), (a6, 1)} → {(a6, a5), (a5, a)a6, a2(a6, 1)} = {(a6, a5), (a3, a7), (1, a2)}

→ {(a6, a5)a3, a5(a3, a7), (1, a2)} = {(a, 1), (1, a4), (1, a2)}

So the r-canonical equivalent of α is αr = {(a, 1), (1, a4), (1, a2)}. Notice that (1, a4)

and (1, a4) ⊗ (1, a2) = (1, a2, a4, a6) are both subgroups, so αr is exact transversal

with rearrangement (1, 3, 2). Since α is a sandwich of αr, α is transversal.

3.6 Properties of Transformations

As before, in this section, we assume a fixed η, and when F ⊆ Λ, we write F̂=

{α̂ : α ∈ F}. From what we have seen previously, it is easy to see that T̂ = Ê . The

sets T̂ and Λ̂ are of interest, as are the groups GT = 〈T̂ 〉 ⊆ S|G| and GΛ = 〈Λ̂〉 ⊆ S|G|.
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It is clear that GT ⊆ GΛ ⊆ S|G|, but whether or not equality holds is not known

for every group. However, the following result, due to Magliveras and Memon [20],

shows that in almost all cases, GRT = GΛ = S|G|.

Theorem 3.7 If G is a finite nonabelian, nonhamiltonian group with |G| different

from q, (1 + q2), (1 + q3), (qn − 1)/(q − 1), 2n−1(2n ± 1), 11, 12, 15, 22, 23, 24,

28, 176, and 276, where q is a prime power and n is a positive integer, then T̂ is

2-transitive and GRT = S|G|.

Although this is a very strong result, there is room for improvement. For in-

stance, there are many groups which do not satisfy the necessary conditions, and the

structures of T̂ , Λ̂, etc, are also of interest.

Experimental results suggest that, unless G = Zp2, then 〈RT 〉 = S|G|, and that

〈T 〉 = S|G| for all groups G. In fact, experiments with small groups suggest that

given a single transversal logarithmic signature α, α and it’s inversion generate S|G|

quite often.

The next several sections examine in more detail the transformations discussed in

Section 3.2. In particular, we are interested in whether or not the transformations

leave each of the classes of logarithmic signatures we have defined invariant, and when

transformations produce inequivalent logarithmic signatures.
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3.6.1 Inversion

Although inversion is in some sense a mundane transformation, it allows us to treat

r-transversal and `-transversal logarithmic signatures in the same manner. Since

inversion sends left (right) cosets to right (left) cosets, inversion of an r-transversal

logarithmic signature is an `-transversal logarithmic signature. Thus, inversion defines

a mapping between RT and LT . It not hard to see that inversion preserves the classes

T , PT , NT , and T NT .

Some experimental results relating to the inversion transformation proved inter-

esting. Given a random transversal logarithmic signature α, and it’s inversion αI , it

is often the case that

〈α̂, α̂I〉 = S|G|.

The relationship between α̂ and α̂I is not immediately apparent, although further

analysis may shed some light on the situation.

3.6.2 Sandwich

According to Theorem 3.1, the sandwich transformation always produces an equiv-

alent logarithmic signature, which, by definition, is r-transversal, `-transversal, or

transversal, if and only if the original one is. Also, it is not hard to see that the sand-
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wich transformation preserves the totally non-transversal property, since if L ⊆ G is

a coset, then so is gL or Lg for any g ∈ G.

Thus, sandwiching preserves the classes RT , LT , T , NT , and T NT . The sand-

wich transformation does not preserve the class PT , as we will see in Section 3.7.

3.6.3 Element and Coset Shuffle

We will start with the element shuffle transformation. It should be clear that the

element shuffle transformation preserves all of the classes of logarithmic signatures

we defined earlier.

We will define this transformation more formally, and show that, given a logarith-

mic signature α, the set of permutations corresponding to element shuffles of α forms

a coset of a certain group in S|G|.

Let G be a group of order m =
∏s

i=1 ri, and α be a logarithmic signature of type

r = (r1, r2, . . . , rs), Let Ψr = Sr1 × Sr2 × · · · × Srs , where each group Sri acts on

the set {1, . . . , ri}. In other words, ψ = (ψ1, . . . , ψs) ∈ Ψr acts as a permutation in

Zr1 × · · · × Zrs by ψ(p1, . . . , ps)=(ψ1(p1), . . . , ψs(ps)).

Define ψ̂ = λ−1ψλ. Then ψ̂ ∈ Sm, and we can define Ψ̂r = {ψ̂ : ψ ∈ Ψr} ⊆ Sm. It

is clear that Ψ̂r is a subgroup of Sm.
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Theorem 3.8 Let m =
∏s

i=1 ri, and let r = (r1, r2, . . . , rs). Let ψ, θ ∈ Ψr. Then

ψ̂θ = ψ̂θ̂. Consequently, Ψ̂r ≤ Sm.

Proof. The statement follows since

ψ̂θ̂ = (λ−1ψλ)(λ−1θλ) = λ−1ψθλ = ψ̂θ.

�

Let ψ = (ψ1, ψ2, . . . , ψs) ∈ Ψr act on α by (ψ, α) → αψ, where

αψ = (α[1, ψ1(1)], . . . , α[1, ψ1(r1)]; , . . . ;α[s, ψs(1)], . . . , α[s, ψs(rs)]).

In other words, ψ permutes the elements within each block of the logarithmic sig-

nature. Since α1 = α, and (αψ)
φ

= αψφ, Ψr acts on the collection of logarithmic

signatures of G having type (r1, . . . , rs).

Notice that for p ∈ Zr1 × · · · × Zrs ,

Θα(ψ(p)) = Θα(ψ1(p1), . . . , ψs(ps))

= α[s;ψs(ps)] · · ·α[1;ψ1(p1)]

= αψ[s; ps] · · ·αψ[1; p1] = Θαψ(p).

Therefore, ψΘα = Θαψ . An important consequence of this is the following.
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Theorem 3.9 Let G be a group of order m =
∏s

i=1 ri, α be a logarithmic signature

of type r = (r1, r2, . . . , rs), and ψ ∈ Ψr. Then α̂ψ = ψ̂α̂.

Proof. In light of the previous discussion, it is not hard to see that

α̂ψ = ᾰψη̆
−1 = λ−1Θαψ η̆

−1

= λ−1ψΘαη̆
−1 = λ−1ψλλ−1Θαη̆

−1

= ψ̂ᾰη̆−1 = ψ̂α̂

�

Corollary 3.6 Let G be a group of order m =
∏s

i=1 ri, and let r = (r1, r2, . . . , rs).

Then F̂(·, ·, r) = Ψ̂rF̂(·, ·, r), where F is any of the classes of logarithmic signatures

defined earlier. In other words, F̂ (·, ·, r) is the union of right cosets of Ψ̂r.

Proof. That F̂(·, ·, r) ⊆ Ψ̂rF̂(·, ·, r) is clear. If α ∈ F , and ψ ∈ Ψr, then ψ̂α̂ = α̂ψ ∈

F̂ by Theorem 3.9, and the fact that the shuffle preserves the class F . �

When discussing coset shuffles, we are obviously discussing logarithmic signatures

in T (γ, σ) for some chain of subgroups γ and rearrangement σ. It is obvious that a

shuffle (coset shuffle and element shuffle) will remain transversal, and does not apply

to the other classes of logarithmic signatures.
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We have already seen that |T (γ, σ)| can easily be computed, but what about

|T̂ (γ, σ)|? Given the concept of `-canonical and r-canonical logarithmic signatures,

this is easy to compute.

Consider the class T (γ, σ) of transversal logarithmic signatures. Either σ(1) = 1,

and the first block corresponds to the coset representatives for G1 in G0, or σ(1) = s,

and the last block corresponds to the coset representatives for G1 in G0. In the

first case, the r-canonical equivalent to a transversal logarithmic signature is exact-

transversal, and in the second, the `-canonical equivalent to a transversal logarithmic

signature is exact-transversal. Without loss of generality, we assume the first case for

the remainder of this section.

Let α ∈ T (γ, σ), and β be the equivalent r-canonical logarithmic signature. Then

the number of inequivalent shuffles α is the number of shuffles of β which are r-

canonical. Since a shuffle only permutes elements, and changes coset representatives,

it is not hard to see that a shuffle of β is r-canonical if and only if it leaves the entries

β[i; 1] = 1 invariant for i = 2, . . . s.

When H is a matrix, define

H ′ =




1 0 · · · 0
0
...
0

H


 .
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Let H1 be an r1 × r1 monomial matrix with entries in G1, and for k = 2, . . . , s let

Hσ(k) be an (rσ(k) − 1) × (rσ(k) − 1) monomial matrix with entries in Gk. Then the

set M′ of elements of the form

M ′ = (H1 ×H ′
2 × · · · ×H ′

s)

is a subgroup of M. It is now straightforward to observe that M′ is precisely the

subgroup that preserves the r-canonical property. Thus, we have the following.

Theorem 3.10 Let G be a group of order m =
∏s

i=1 ri, γ : G = G0 > G1 > · · · >

Gs = 1 be a chain of subgroups such that [Gi−1 : Gi] = ri, and σ be a rearrangement

of 1, . . . , s. Then

|T̂ (γ, σ)| =
s∏

j=1


(rσ(j))!

(
s∏

k=j+1

rσ(k)

)rσ(j)−1

 .

Proof. From the previous discussion, it is clear that |T̂ (γ, σ)| = |M′|. The size of H1

is r1!×|G1|, and the size ofHσ(j) = (rσ(j)−1)!×|Gj |. Noticing that |Gj| =
∏s

k=j+1 rσ(k),

and doing a little algebra yields the result. �

We have previously seen a formula for |T (γ, σ)|, and now we have a nice formula

for |T̂ (γ, σ)|. In fact, we know how to obtain every member of both T (γ, σ) and

T̂ (γ, σ).
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Given the results about T (γ, σ) and T̂ (γ, σ), we can prove a few easy results

pertaining to T (γ, ·, r) and T (γ, ·, ·). We will start by formally defining two sets

which relate types and rearrangements. Let γ : G = G0 > G1 > · · · > Gs = 1 be a

chain of subgroups of G, such that [Gi−1 : Gi] = ri, and t = (t1, . . . , ts) = σ(r) be

some rearrangement of r = (r1, . . . , rs). Define

σt = {σ : σ ∈ Ss and t = (rσ(1), . . . , rσ(s))}, and

rσ = {(rσ(1), . . . , rσ(s)) : σ ∈ Ss}.

Essentially, σt is the set of rearrangements of t which yield type r, and rσ is the set

of every rearrangement of r = (r1, . . . , rs). Then

T (γ, ·, r) = ∪σ∈σrT (γ, σ).

Also, we can see that

T (γ, ·, ·) = ∪r∈rσT (γ, ·, r) = ∪σ∈SsT (γ, σ).

Let σ and σ′ be different rearrangements of 1, . . . , s, α ∈ T (γ, σ) ∩ T (γ, σ′), and

σ(s) and σ′(s) correspond to the block containing Gs−1. Thus either σ(s) = σ′(s),

or Gs−1 is a set of coset representatives of Gk−1 in Gk, for some k < s − 1. Clearly,

Gs−1 ⊂ Gk, so the second case is impossible. Thus, σ(s) = σ′(s). Now, either
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σ(s − 1) = σ′(s − 1), or the coset representatives of Gs−1 in Gs−2 are also the coset

representatives for Gk−1 in Gk for some k < s−2. Again, this is impossible. We have

the result by induction. Thus, T (γ, σ) ∩ T (γ, σ′) = ∅. Therefore, the above unions

are disjoint, and

|T (γ, ·, r)| = |σr| · |T (γ, σ)|, and

|T (γ, ·, ·)| = s! · |T (γ, σ)|.

Lastly, we discuss T . It is clear that

T = ∪γT (γ, ·, ·),

where γ runs over all possible subgroup chains. However, if G is a direct product,

then it can happen that

T (γ, ·, ·) ∩ T (γ′, ·, ·) 6= ∅

For instance, if G = KN , then α = {N,K} is clearly a logarithmic signature for G.

If γ : G > K > 1 , and γ′ : G > N > 1, then α ∈ T (γ, ·, ·) ∩ T (γ′, ·, ·).

Therefore, a closer study of the specific group G is needed to further investigate

T .
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3.6.4 Right and Left Translation

Recall that for each g ∈ G, we have defined gr (gl) as the image under the right

(left) regular representation of g in SG, and the group RG = {gr : g ∈ G} ≤ SG

(LG = {gl : g ∈ G} ≤ SG). Of course, we have that RG
∼= G ∼= LG. We now define

the subgroups R̂G, L̂G ≤ S|G| which are also isomorphic to G. For g ∈ G, we define

ĝr = η̆grη̆
−1, and ĝl = η̆glη̆

−1. Then R̂G = {ĝr : g ∈ G}, and L̂G = {ĝl : g ∈ G}.

Define Ĝ = 〈L̂G, R̂G〉. Notice that Ĝ is in general not isomorphic to G. In fact, as

was the case with G,

Ĝ = L̂GR̂G, and

|Ĝ| =
|G|2

|Z(G)|
.

Therefore Ĝ is isomorphic to G if and only if G is abelian.

We will consider a simple example using D4, the dihedral group of order 8. We

represent the elements as the integers 1 . . . 8. The multiplication table for D4 is given

in Figure 3.2. The rows of the multiplication table are the canonical representations

of the elements of the left regular image of D4, and the columns are the canonical

representations of the elements of the right regular image of D4. Given the multipli-

cation table, the center is easy to find–it is the set of elements whose row and column
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are identical. For D4, Z(D4) = {1, 3}. Therefore when G = D4, |Ĝ| = 82/2 = 32.

Figure 3.2: Multiplication table for D4

D4 1 2 3 4 5 6 7 8
1 1 2 3 4 5 6 7 8
2 2 3 4 1 8 5 6 7
3 3 4 1 2 7 8 5 6
4 4 1 2 3 6 7 8 5
5 5 6 7 8 1 2 3 4
6 6 7 8 5 4 1 2 3
7 7 8 5 6 3 4 1 2
8 8 5 6 7 2 3 4 1

Let G be a group of order
∏s

i=1 ri, α a logarithmic signature for G, and h ∈ G.

Let x ∈ Zr1 × · · · × Zrs. Then

hr(Θα(x)) = hr(α[1, p1] · · ·α[s, ps]) = α[1, p1] · · ·α[s, ps] · h

= (αh)[1, p1] · · · (αh)[s, ps] = Θαh(x)

Thus, for h ∈ G, Θαh = Θαhr. Similarly,

hl(Θα(x)) = hl(α[1, p1] · · ·α[s, ps]) = h · α[1, p1] · · ·α[s, ps]

= (hα)[1, p1] · · · (hα)[s, ps] = Θhα(x),

so for h ∈ G, Θhα = Θαhl.

From this, we can show
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Theorem 3.11 Let G be a group, α a logarithmic signature of G, and h ∈ G any

element. Then α̂h = α̂ĥr, and ĥα = α̂ĥl.

Proof. It is straightforward to see that

α̂h = λ−1Θαhη̆
−1 = λ−1Θαhrη̆

−1 = λ−1Θαη̆
−1η̆hrη̆

−1 = α̂ĥr

A similar argument shows that α̂l = α̂ĥl. �

At first glance, the fact that α̂l 6= ĥlα̂ seems odd. However, whether we multiply

a logarithmic signature on the left or right by an element of G does not effect the

order in which the operators hl and hr are performed.

Theorem 3.12 Let G be a group, α a logarithmic signature of G, and g ∈ G any

element. Then αg and gα are transversal, respectively totally non-transversal, if and

only if α is.

Proof. Notice that (αg)g−1 = α so we only need to prove one direction. Assume that

α is transversal. Then there exists a sandwich T = (t1, t2, . . . , ts−1) which transforms

α into an exact transversal logarithmic signature α′. Either G1 = α′[1] · · ·α′[s − 1],

or G1 = α′[2] · · ·α′[s]. In the first case, αg simply multiplies α[s] by g, changing the

coset representatives of G1. In the second case, we can rewrite α[1]α[2] · · ·α[s]g =

α[1]g−1gα[2] · · ·α[s]g, so Gg
1 = α[2] · · ·α[s]. In either case, αg is transversal.
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For i = 1, . . . , s, let Hi = α′[i] · · ·α′[s] ≤ G. Then we claim that the sandwich

T ′ = (g−1t1, g
−1t2, . . . , g

−1ts−1) will transform gα into an exact transversal logarithmic

signature β. This is true since for i = 2, . . . , s,

β[i] · · ·β[s] = g−1α′[i] · · ·α′[s]g = g−1Hig,

which is just a conjugate subgroup, and

β[1] · · ·β[s] = g−1α′[1] · · ·α′[s] = g−1G = G.

Therefore, gα is transversal.

Notice that L ⊆ G is a coset if and only if gL and Lg are cosets for any g ∈ G.

Therefore, translations of the blocks preserves cosets, so αg and gα are totally non-

transversal if and only if α is. �

Theorems 3.11 and 3.12 lead to an interesting result about the structures of several

classes of logarithmic signatures.

Theorem 3.13 Let G be a group of order m =
∏s

i=1 ri, let r = (r1, r2, . . . , rs) and

let F̂ be one of Λ̂(·, ·, r), N̂ T (·, ·, r), T̂ NT (·, ·, r) and T̂ (·, ·, r). Then F̂ = F̂ Ĝ.

Proof. Let α be a logarithmic signature of G, and Cα = {α̂ĝ : ĝ ∈ Ĝ}. That is, Cα is

the left coset of Ĝ to which α̂ belongs. Let ĝ ∈ Ĝ. We can write ĝ = ĝ1ĝ2 . . . ĝk where
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ĝi ∈ R̂G ∪ L̂G for i = 1, . . . k, for some k. Repeated applications of Theorem 3.11 will

produce a logarithmic signature α′ such that α̂′ = α̂ĝ. Therefore Cα ⊆ Λ̂(·, ·, r), and

since this is true of any α̂ ∈ Λ̂(·, ·, r), Λ̂(·, ·, r) is the union of left cosets of Ĝ.

The above and Theorem 3.12 give the result for the remaining cases. �

Corollary 3.7 Let G be a group, and let F̂ be one of Λ̂, T̂ , N̂ T , and T̂ NT . Then

F̂ = F̂Ĝ. In other words, F̂ is the union of left cosets of Ĝ.

3.6.5 Fusing and Refining

Depending on the order the elements are placed in the combined block(s), fusing

can produce either an equivalent or inequivalent logarithmic signature. Most of the

orderings will produce an inequivalent logarithmic signature. Similarly, depending on

how a logarithmic signature is refined, a fusion may or may not be equivalent.

3.6.6 Block Shuffling

In this section, we are restricting our attention to block shuffles that produce loga-

rithmic signatures. When we say the block shuffle preserves a class, we mean when a

block shuffle is indeed a logarithmic signature, then it is in the same class.

It is not hard to see that the block shuffle transformation preserves the classes PT

(by definition), and T NT . Notice that a block shuffle of a transversal logarithmic
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signature is not necessarily transversal, so the classes T and NT are not preserved.

We introduce some terminology which allows us to be more precise about the

effects of block shuffling when G is abelian. Let α = {α[1], . . . , α[s]} be a logarithmic

signature of G, ϕ be a permutation of 1, . . . , s, and αϕ = {α[ϕ(1)], . . . , α[ϕ(s)]}.

Given a permutation ϕ, we define a mapping ϕ̌ : Zr1 ×· · ·×Zrs 7→ Zrϕ(1)
×· · ·×Zrϕ(s)

by ϕ̌(p1, . . . , ps) = (pϕ(1), . . . , pϕ(s)). Define

m′
i =

{
1 if i=1, and∏i−1

j=1 rσ(j) otherwise,

and λϕ : Zrϕ(1)
× · · · × Zrϕ(s)

→ Z|G| by

λϕ(pϕ(1), . . . , pϕ(s)) =

s∑

j=1

pϕ(j)m
′
i.

Lastly, define ρ̂ϕ = λ−1
ϕ ϕ̌−1λ. Notice that ρ̂ϕ ∈ SM .

If G is abelian, it is easy to see that for any (pϕ(1), . . . , pϕ(s)) ∈ Zrϕ(1)
×· · ·×Zrϕ(s)

,

Θαϕ(pσ(1), . . . , pϕ(s)) = α[i1, pϕ(1)] · · ·α[ϕ(s), pϕ(s)]

= α[1, p1] · · ·α[s, ps]

= Θα(p1, . . . , ps),

where (p1, . . . , ps) ∈ Zr1 × · · · × Zrs . Thus, ϕ̌Θαϕ = Θα, and we can see that

ᾰϕ = λ−1
ϕ Θαϕ = λ−1

ϕ ϕ̌−1λλ−1ϕ̌Θαϕ = ρ̂ϕλ
−1Θα = ρ̂ϕᾰ,
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so that

α̂ϕ = ᾰϕη̆
−1 = ρ̂ϕᾰη̆

−1 = ρ̂ϕα̂.

Thus, when G is abelian, and α is a logarithmic signature of G, every block shuffle

of α is a logarithmic signature of G, and we know exactly the effect of applying the

block shuffle. Notice that if α′ is a sandwich of α, then the previous discussion makes

it clear that α̂′
ϕ = α̂ϕ

When G is non-abelian, things are not so clear. For instance, if α is a transversal

logarithmic signature for G, and ϕ a permutation of 1, . . . , s, then αϕ is often not a

logarithmic signature for G. Even when ϕ is such that αϕ is a logarithmic signature

for G the relationship between α̂ and α̂ϕ is not immediately clear. In addition, if α′ is

a sandwich of α, then it is not necessarily the case that α′
ϕ is a logarithmic signature

for G, and even if it is, the relationship between α̂′
ϕ and α̂ϕ is not evident. We take

a closer look at block shuffles as they relate to transversal logarithmic signatures in

the next section.

3.7 Permutably Transversal Logarithmic Signatures

Permutably transversal logarithmic signatures are an interesting class. For instance,

if we can “recognize” a permutably transversal logarithmic signature in polynomial
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time, and we know the relationship between α̂ and α̂ϕ, then we have a new class of

logarithmic signatures which are tame. On the other hand, if relationship between α̂

and α̂ϕ is understood, but we cannot “recognize” permutably transversal logarithmic

signatures in polynomial time, this may be the trap-door we need for MST1.

As we saw in the last section, if G is abelian, the relationship between α̂ and α̂ϕ

is perfectly understood.

The case when G is non-abelian is more difficult. Given a logarithmic signature α,

and an ordering ϕ such that αϕ is also a logarithmic signature, we can certainly find

some permutation p̂ϕ such that p̂ϕα̂ = α̂ϕ. However, it is not the case that p̂ϕβ̂ = β̂ϕ,

for every logarithmic signature of β of the same type. We illustrate this fact with D4,

the dihedral group of order 8. We will represent the elements of D4 by the numbers

1, . . . , 8. A multiplication table for D4 given in Figure 3.3

Figure 3.3: Multiplication table for D4

D4 1 2 3 4 5 6 7 8
1 1 2 3 4 5 6 7 8
2 2 3 4 1 8 5 6 7
3 3 4 1 2 7 8 5 6
4 4 1 2 3 6 7 8 5
5 5 6 7 8 1 2 3 4
6 6 7 8 5 4 1 2 3
7 7 8 5 6 3 4 1 2
8 8 5 6 7 2 3 4 1
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Figure 3.4 shows some logarithmic signatures and their block shuffles accord-

ing to ϕ = (1, 3, 2). The permutations are expressed in canonical form. Given

this information, it is easy to compute α̂ϕα̂
−1 = [1, 7, 2, 4, 5, 3, 6, 8], and β̂ϕβ̂

−1 =

[1, 3, 2, 4, 5, 7, 6, 8]. Clearly, α̂ϕα̂
−1 6= β̂ϕβ̂

−1.

Figure 3.4: Block Shuffles in D4, with ϕ = (1, 3, 2).

Name Logarithmic Signature Permutation Inverse
α {(1, 3), (1, 2), (7, 1)} [7, 1, 6, 2, 5, 3, 8, 4] [2, 4, 6, 8, 5, 3, 1, 7]
αϕ {(1, 3), (7, 1), (1, 2)} [7, 8, 1, 2, 5, 6, 3, 4]
β {(1, 5), (1, 3), (2, 5)} [2, 5, 4, 7, 6, 1, 8, 3] [6, 1, 8, 3, 2, 5, 4, 7]
βϕ {(1, 5), (2, 5), (1, 3)} [2, 4, 5, 7, 6, 8, 1, 3]

In general, there is no clear relationship between the reordering ϕ and the re-

sulting permutation αϕ. Thus, permutably transversal logarithmic signatures for

non-abelian groups cannot be used as trap-doors, since α̂−1
ϕ , or equivalently p̂−1

ϕ , are

not computable.

The second concern relating to permutably transversal logarithmic signatures is

whether or not they can be “recognized” in polynomial time. An obvious algorithm

to determine whether or not a logarithmic signature α is permutably transversal or

not is to check whether or not αϕ is transversal for all ϕ ∈ Ss. Unfortunately, this

requires s! tests, which may be exponential in n.

It is not immediately obvious how to improve upon the above approach, and at
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this stage there is no known efficient algorithm to recognize a permutably transversal

logarithmic signature. On the other hand, we do not view this as enough evidence that

permutably transversal logarithmic signatures are not recognizable to suggest they are

wild at this time. We survey several facts about permutably transversal logarithmic

signature, mostly by example, to show why some of the “obvious” methods will not

work.

Our method of recoginizing transversal logarithmic signatures depended on the

fact that every transversal logarithmic signature is equivalent to an exact transversal

logarithmic signature. In other words, we first computed a (r- or `-) canonical equiv-

alent to a logarithmic signature, and then tested to see if it was exact transversal.

The same approach does not work for permutably transversal logarithmic signatures.

We will start with a few examples that will demostrate how sandwiching and

permuting are, in some sense, not compatible.

Example 1: Consider Figure 3.5. Notice that α and β are both logarithmic

signatures since the tensor computed is a permutation. In fact, they are transversal,

as can be easily checked. Since the permutation is the same for both α and β, it is

clear that α and β are sandwiches of each other. When we reorder the blocks of α

and β according to ϕ = (2, 1, 3), we see that αϕ is a logarithmic signature, but that



69

βϕ is not.

Figure 3.5: Sandwich and Block Shuffle in D4, with ϕ = (2, 1, 3).

Name Logarithmic Signature Tensor
α {(1, 8), (1, 6), (5, 1)} [5, 1, 4, 6, 2, 8, 7, 3]
β {(8, 1), (2, 7), (1, 5)} [5, 1, 4, 6, 2, 8, 7, 3]
αϕ {(1, 6), (1, 8), (5, 1)} [5, 1, 2, 8, 4, 6, 7, 3]
βϕ {(2, 7), (8, 1), (1, 5)} [7, 3, 2, 8, 2, 8, 7, 3]

Example 2: In Figure 3.6 we see that α and β are equivalent, so they are

sandwiches of each other. When we apply ϕ to each, αϕ is a transversal logarithmic

signature, but βϕ is not a logarithmic signature at all. In other words, α is permutably

transversal with reordering ϕ, but β is not.

Figure 3.6: Sandwich and Block Shuffle in D4, with ϕ = (3, 2, 1).

Name Logarithmic Signature Tensor
α {(4, 5), (1, 7), (1, 5)} [4, 6, 8, 2, 5, 1, 3, 7]
β {(1, 6), (1, 5), (4, 6)} [4, 6, 8, 2, 5, 1, 3, 7]
αϕ {(1, 5), (1, 7), (4, 5)} [4, 5, 6, 3, 8, 1, 2, 7]
βϕ {(4, 6), (1, 5), (1, 6)} [4, 7, 6, 1, 6, 1, 4, 7]

These examples demostrate a couple of facts. First, the sandwich of a permutably

transversal logarithmic signature is not necessarily permutably transversal. Second,

if some reordering of a transversal logarithmic signature is a logarithmic signature, it

is not necessarily the case that the same reordering of a sandwich is also a logarithmic

signature.
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Notice that in the last example, β is not permutably transversal, but the r-

canonical equivalent, α is. One might think we could simply modify the definition of

permutably transversal so that they are invariant under sandwiching. And perhaps

we can recognize whether or not a logarithmic signature is permutably transversal

based on the r- or `-canonical equivalent, as was the case with mixed-transversals.

Unfortunately, the next example demostrates that this is not the case.

Example 3: In Figure 3.8 is given a multiplication table for S4, where the el-

ements are represented by the integers 1, . . . , 24. In figure 3.7, α is a transversal

logarithmic signature for S4, and αϕ is a permutably transversal logarithmic signa-

ture for S4, where ϕ = (2, 1, 3). Notice that the r- or `-canonical equivalents, (αϕ)r

and (αϕ)l, of αϕ, are non-transversal but not permutably-transversal.

Figure 3.7: Block Shuffles and Canonical Logarithmic Signatures for S4, with ϕ =
(2, 1, 3)

Name Logarithmic Signature Type
α {(1, 16, 18), (9, 5, 1, 3), (19, 18)} T
αϕ {(9, 5, 1, 3), (1, 16, 18), (19, 18)} PT

(αϕ)r {(1, 9, 5, 20), (1, 14, 7), (23, 22)} NT
(αϕ)l {(23, 15, 19, 8), (1, 7, 14), (1, 4)} NT

((αϕ)r)ϕ−1 {(1, 14, 7), (1, 9, 5, 20), (23, 22)} Not LS
((αϕ)l)ϕ−1 {(1, 7, 14), (23, 15, 19, 8), (1, 4)} Not LS

This last example makes it clear that we cannot depend on the r- or `-canonical

equivalents to determine whether or not a logarithmic signature is permutably transver-
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Figure 3.8: Multiplication table for S4

S4 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
2 2 3 4 1 15 16 13 14 8 5 6 7 18 19 20 17 11 12 9 10 24 21 22 23
3 3 4 1 2 20 17 18 19 14 15 16 13 12 9 10 11 6 7 8 5 23 24 21 22
4 4 1 2 3 10 11 12 9 19 20 17 18 7 8 5 6 16 13 14 15 22 23 24 21
5 5 6 7 8 9 10 11 12 1 2 3 4 21 22 23 24 13 14 15 16 17 18 19 20
6 6 7 8 5 23 24 21 22 12 9 10 11 14 15 16 13 3 4 1 2 20 17 18 19
7 7 8 5 6 16 13 14 15 22 23 24 21 4 1 2 3 10 11 12 9 19 20 17 18
8 8 5 6 7 2 3 4 1 15 16 13 14 11 12 9 10 24 21 22 23 18 19 20 17
9 9 10 11 12 1 2 3 4 5 6 7 8 17 18 19 20 21 22 23 24 13 14 15 16
10 10 11 12 9 19 20 17 18 4 1 2 3 22 23 24 21 7 8 5 6 16 13 14 15
11 11 12 9 10 24 21 22 23 18 19 20 17 8 5 6 7 2 3 4 1 15 16 13 14
12 12 9 10 11 6 7 8 5 23 24 21 22 3 4 1 2 20 17 18 19 14 15 16 13
13 13 14 15 16 17 18 19 20 21 22 23 24 1 2 3 4 5 6 7 8 9 10 11 12
14 14 15 16 13 3 4 1 2 20 17 18 19 6 7 8 5 23 24 21 22 12 9 10 11
15 15 16 13 14 8 5 6 7 2 3 4 1 24 21 22 23 18 19 20 17 11 12 9 10
16 16 13 14 15 22 23 24 21 7 8 5 6 19 20 17 18 4 1 2 3 10 11 12 9
17 17 18 19 20 21 22 23 24 13 14 15 16 9 10 11 12 1 2 3 4 5 6 7 8
18 18 19 20 17 11 12 9 10 24 21 22 23 2 3 4 1 15 16 13 14 8 5 6 7
19 19 20 17 18 4 1 2 3 10 11 12 9 16 13 14 15 22 23 24 21 7 8 5 6
20 20 17 18 19 14 15 16 13 3 4 1 2 23 24 21 22 12 9 10 11 6 7 8 5
21 21 22 23 24 13 14 15 16 17 18 19 20 5 6 7 8 9 10 11 12 1 2 3 4
22 22 23 24 21 7 8 5 6 16 13 14 15 10 11 12 9 19 20 17 18 4 1 2 3
23 23 24 21 22 12 9 10 11 6 7 8 5 20 17 18 19 14 15 16 13 3 4 1 2
24 24 21 22 23 18 19 20 17 11 12 9 10 15 16 13 14 8 5 6 7 2 3 4 1

sal.

Alternative definitions for permutably transversal have been proposed. For in-

stance, if a logarithmic signature is obtained by a block shuffle of a transversal one,

it could be called permutably exactly transversal, and a sandwich of an permutably

exactly transversal logarithmic signature could be called permutably transversal. Un-

fortunately, the problems we encounter here remain.

One possible definition which would allow us to use the r- and `-canonical equiva-
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lents to detect whether or not a logarithmic signature is permutably transversal would

be to define permutably transversal as the sandwich of an r-canonical or `-canonical

logarithmic signature whose blocks can be permuted into a transversal logarithmic

signature. There are two disadvantages to this definition. First, it is too restrictive.

Second, we don’t even know how to determine whether or not a r- or `-canonical loga-

rithmic signature is permutably transversal, so we still have the recognition problem.

In summary, there is currenlty no known efficient method of determining whether

or not a logarithmic signature is permutbly transversal, no matter how we “tweak”

the definition.

Since the sandwich transformation seems to mask the permutably-transversal

property, it is possible this will lead to the needed trap-door. Even if we find an

efficient algorithm to recognize permutably transversal logarithmic signatures, the

previous discussion suggests it is unlikely that we can detect the sandwich of a per-

mutably transversal logarithmic signature. Since the number of sandwich transfor-

mations is large, trying them all is not feasible.
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3.8 More on Canonical Logarithmic Signatures

The following simple lemmas are used in the next few theorems.

Lemma 3.4 Let G be a group of order
∏s

i=1 ri, and r = (r1, . . . , rs). Let α ∈ C(·, ·, r)

and g ∈ G. Then αg ∈ LC(·, ·, r), and gα ∈ RC(·, ·, r).

Proof. Let α′ = αg. Since α ∈ C(·, ·, r), α[i; 1] = 1 for i = 1, . . . , s. α′ is the same

as α, except in the first block, so regardless of what g is, α′[i; 1] = 1 for i = 2, . . . , s,

and α′ ∈ LC(·, ·, r) as needed. The proof is similar for RC. �

Lemma 3.5 Let G be a group of order
∏s

i=1 ri, and r = (r1, . . . , rs). If α ∈ RC(·, ·, r),

then g = α[1; 1]−1 is the unique element such that α′ = gα ∈ C(·, ·, r). Similarly, if

α ∈ LC(·, ·, r), then g = α[s; 1]−1 is the unique element such that α′ = αg ∈ C(·, ·, r).

Proof. If α is r-canonical, α[i; 1] = 1 for i = 2, . . . , s. The only difference between

α and α′ occurs in the first block, where α′[1; 1] = α[1; 1]g = α[1; 1]α[1; 1]−1 = 1.

Thus, α′[i; 1] = 1 for i = 1, . . . , s, and α′ ∈ C(·, ·, r). Clearly g = α[1; 1]−1 is the only

element by which we can multiple α on the right to assure that α[1; 1] = 1. The proof

is similar if α is `-canonical. �

Theorem 3.14 Let G be a group of order
∏s

i=1 ri, and r = (r1, . . . , rs). Let α ∈
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Λ(·, ·, r). Then there is a unique β ∈ C(·, ·, r), and t ∈ G such that α̂ = β̂t̂r. Also,

there is a unique β ∈ C(·, ·, r), and t ∈ G such that α̂ = t̂lβ̂.

Proof. By Theorem 3.2, there exists a unique r-canonical logarithmic signature β ′

such that α̂ = β̂ ′. Let t = β ′[1; 1], and β = β ′t−1. By Lemma 3.5, t is the unique

element for which β = β ′t−1 ∈ C(·, ·, r). By Theorem 3.11, α̂ = β̂ ′ = β̂t̂r. The proof

is similar for the other case. �

Theorem 3.15 Let G be a group of order
∏s

i=1 ri, and let r = (r1, . . . , rs). Then

LC(·, ·, r) = C(·, ·, r)G, and RC(·, ·, r) = GC(·, ·, r). Further, for each element α ∈

RC(·, ·, r), there are unique elements αL ∈ C(·, ·, r) and g ∈ G such that α = αLg.

Similarly, there are unique elements αR ∈ C(·, ·, r) and h ∈ G such that α = αRh.

Proof. C(·, ·, r)G ⊆ RC(·, ·, r) by Lemma 3.4. Since α is canonical, the proof of

Theorem 3.14 shows that we can find a β ∈ C(·, ·, r) and t ∈ G such that α = βt.

Thus RC(·, ·, r) ⊆ C(·, ·, r)G. Uniquiness follows as well. The proof is similar for the

other case. �

Corollary 3.8 Let G be a group of order
∏s

i=1 ri, r = (r1, . . . , rs), and F any class

closed under right and left translation. Then F̂(·, ·, r) = F̂C(·, ·, r)R̂G = F̂C(·, ·, r)L̂G.

Further, for each element α̂ ∈ F̂(·, ·, r), there are unique elements α̂L ∈ F̂C(·, ·, r)
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and ĝ ∈ L̂G such that α̂ = α̂Lĝ. Similarly, there are unique elements α̂R ∈ F̂C(·, ·, r)

and ĥ ∈ R̂G such that α̂ = α̂Rĥ.

Proof. This is any easy corollary of Theorem 3.15. It can also be deduced from

Theorems 3.11 and 3.14. �

Theorem 3.16 Let G be a group of order
∏s

i=1 ri, r = (r1, . . . , rs), and F be any

class closed under right and left translation. Then each of the following is true

1. |F̂(·, ·, r)| = |F̂C(·, ·, r)| · |G|

2. |F̂(·, ·, r)| = |F(·, ·, r)|/|G|s−1

3. |F(·, ·, r)| = |F̂C(·, ·, r)| · |G|s

Proof. Statement 1 is an obvious corollary of Theorem 3.15. Since there are precisely

|G|s−1 orbit elements under sandwiching for each logarithmic signature, statement 2

follows. Apply statements 1 and 2 and trivial algebra to get statement 3. �

3.9 Counting Logarithmic Signatures

In this section, we give some results relating to logarithmic signatures with two blocks.

Logarithmic signatures with two blocks may not meet the polynomial-size require-
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ment, so are not really logarithmic signatures under the strict definition. However,

the resutls are still of interest.

Lemma 3.6 Let α be a logarithmic signature of type r = (r1, r2, . . . , rs). Then there

exist equivalent logarithmic signatures of types (
∏k

i=1 ri,
∏s

j=k+1 rj), for k = 1, . . . , s−

1. If α is r-transversal or `-transversal, the logarithmic signatures constructed will be.

If α is transversal, then either the logarithmic signature of type (r1,
∏s

j=2 rj) or type

(
∏s−1

i=1 ri, rs) is transversal.

Proof. Fusing the blocks in an appropriate way gives an equivalent logarithmic

signature of the required type. Fusing either constructs a larger subgroup or a larger

set of coset representatives, maintaining the `-transversal or r-transversal property.

The result for transversal is obvious. �

An easy corallary is the following.

Corollary 3.9 The set Λ̂ is the union of Λ̂(·, ·, r), where r ranges over all types of

logarithmic signatures with two blocks. Also, R̂T (L̂T ) is the union of R̂T (·, ·, r)

(L̂T (·, ·, r)) where r ranges over all types of logarithmic signatures with two blocks.

In other words, if we are interested in the set of permutations which correspond

to logarithmic signatures, we need only study logarithmic signatures with two blocks,
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especially if we are intersted in transversal logarithmic signatures. This is very help-

ful, as many things can be shown of logarithmic signatures with two blocks. It should

be noted that the study of non-transversal logarithmic signatures cannot necessar-

ily be restricted to logarithmic signatures with two blocks, as there may be non-

transversal logarithmic signatures with more blocks whose fusions into two blocks are

are transversal.

Theorem 3.17 Let G be a group of order r1r2. Then |Λ(r1, r2)| = |Λ(r2, r1)|, and

|Λ̂(r1, r2)| = |Λ̂(r2, r1)|. The same is true for T , NT , and T NT .

Proof. Apply the inversion transformation. �

Corollary 3.10 Let G be a group of order r1r2 with N subgroups of order r2. Then

|R̂T (r2, r1)| = |L̂T (r1, r2)| = N · r1!(r2)
r1 · (r2 − 1)!.

Proof. Apply Theorem 3.10 to each of theN subgroups. Since each of the logarithmic

signatures constructed are canonical, they are inequivalent. �

Theorem 3.18 Let G be a group of order pa11 p
a2
2 · · · patt , where the pi are distinct

primes. Then there are
∏t

i=1(ai+1)−2 possible logarithmic signatures types containing

two blocks.
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We present two easy upper bounds on |Λ̂(·, ·, r)| = |Λ̂R(·, ·, r)|.

Theorem 3.19 Let G be a group of order m =
∏s

i=1 ri, let r = (r1, r2, . . . , rs), and

let k =
∑s

i=1 ri − s+ 1. Then

1. |Λ̂(·, ·, r)| ≤

(
m

rs

)
rs!

s−1∏

i=1

(
m− 1

ri − 1

)
(ri − 1)! = m

s∏

i=1

(m− 1)!

(m− ri)!
, and

2. |Λ̂(·, ·, r)| ≤
m!

(m− k)!
= m(m− 1)(m− 2) · · · (m− k + 1).

Proof. Since the set of logarithmic signatures is a subset of the set of pseudo-

logarithmic signatures, we can upper bound the number of logarithmic signatures

by giving upper bounds on the number of pseudo-logarithmic signatures. Since each

block of a logarithmic signature is composed of distinct permutations, an upper bound

on |Λ̂(·, ·, r)| is the number of r-canonical pseudo-logarithmic signatures of type r

whose blocks have distinct entries. The right hand side of 1 is this number.

Notice that k is the number of entries of an r-canonical logarithmic signature

which are not equal to the identity. Given a permutation p ∈ S|G|, we can construct

an r-canonical pseudo-logarithmic signature by filling in the k non-identity elements

by examining k appropriate points of p. The number of ways of doing this is the right

hand side of 2. �
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Corollary 3.11 Let G be a group of order m =
∏s

i=1 ri, and let r = (r1, r2, . . . , rs).

Then

|Λ̂(·, ·, r)|

|S|G||
≤

1

(m−
∑s

i=1 ri + s− 1)!
.

That is, the probability that a random permutation from S|G| has a corresponding

logarithmic signature is at most 1/(m−
∑s

i=1 ri + s− 1)!.

Since
∑s

i=1 ri + s− 1 = O(logm), the probability above is generally very small.

3.10 Logarithmic Signatures, Permutations, and

Cosets

We have shown that collections of permutations corresponding to classes of logarith-

mic signatures of G are the union of left and right cosets of several different groups.

In this section we summarize the results relating to cosets.

Let G be a group of order m =
∏s

i=1 ri, and r = (r1, r2, . . . , rs). Then

1. If F is any class of logarithmic signature we have defined, then

F̂(·, ·, r) = Ψ̂rF̂(·, ·, r).

2. If F ∈ {Λ, T ,NT , T NT }, then

F̂(·, ·, r) = F̂(·, ·, r)Ĝ.
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3. If F ∈ {Λ, T ,NT , T NT }, then

F̂(·, ·, r) = F̂C(·, ·, r)R̂G = F̂C(·, ·, r)L̂G.

For 1, we can take as coset representatives the “lexicographic least” logarithmic

signatures. In other words, given a logarithmic signature in F(·, ·, r), permute the

elements in each block so they are in increasing order to obtain the coset representa-

tive.

For 3, it is easy to see that F̂C(·, ·, r) is a set of distinct coset representatives. In

other words, the coset representatives are the elements which fix ’1’.



Chapter 4

[s, r]-meshes, the Coset Intersection
Problem, and MST2

In this chapter we explore the issues surrounding the implementation and security of

MST2.

4.1 Possible Attacks on MST2

There are two security issues that must be explored. The first is whether somebody

can break Alice’s key and eavesdrop on any messages sent to her. The second is

whether somebody can decrypt a given message.

The only way to break Alice’s key is to find an homomorphism f ′ : G → H such

that f ′(α) = β. Given such a homomorphism, anyone can compute f ′(y1) = f(y1) =

y2, and given y2 compute the message y3y
−1
2 , thus breaking the system. Notice that

one need not find Alice’s exact mapping f .

81
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There are three ways to decrypt a given message. The first way is to break the key

as above. The second is to find an R′ ∈ Zrs such that y1 = ᾰ(R′). Given this, anyone

can compute β̆(R′) = β̆(R) = y2, and obtain the message as y3y
−1
2 . As with the

mapping f , one need not find Bob’s exact number R. The final method of decrypting

a message is to determine y2 directly. Perhaps it should be noted that guessing the

message h ∈ H is also a method of decrypting the message, but it should be obvious

that this is a hopeless attack.

Finding an R′ such that y1 = ᾰ(R′) is equivalent to finding a factorization with

respect to the [s, r]-mesh, which, according to Assumption 3, is intractable. In fact,

we give strong evidence for Assumption 3 in the next section. Thus, this attack is

hopeless for large G.

The only possible attack, then, seems to be finding an “equivalent” mapping f ′. In

Section 4.3 we examine this attack in the case when H = G and the homomorphism

f is conjugation by an element g ∈ G.

4.2 Factoring with respect to an [s, r]-mesh is hard

There is strong evidence that indicates that Assumption 3 from Section 2.5.3 is indeed

true. In this section we show that factoring with respect to an [s, r]-mesh is at least
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as hard as another problem that is generally regarded as being intractable.

We define more formally the [s, r]-mesh factoring problem.

Problem: [s, r]-mesh factoring (MF)

Instance: Let G be a group, α = (ai,j) be an [s, r]-mesh for G, and

g ∈ G a random element.

Solution: Find a factorization of G with respect to the [s, r]-mesh.

That is, write

g = a1,j1 · a2,j2 · · ·as,js.

The Discrete Logarithm Problem is a well known problem:

Problem: Discrete Logarithm Problem (DLP)

Instance: Let q = pn be a prime power, Fq be a finite field, a ∈ F∗
q be

a primitive element, and b ∈ F∗
q.

Solution: Find a positive integer c such that ac = b.

DLP is generally believed to be intractable. In fact, the well known cryptosystem

of El Gamal is based on that assumption. It is not hard to show that MF is at least

as hard as DLP. In fact, DLP is a special case of MF.

Theorem 4.1 MF is at least as hard as DLP.

Proof. Let q = pn be a prime power, Fq be a finite field, a ∈ F∗
q be a primitive
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element, and b ∈ F∗
q . Let r = dlog ne, s = 2, and α = (ai,j) be given by

ai,j =

{
1 if i=1, and

a2j−1
if i=2.

That is,

α = [1, a; 1, a2; 1, a4; . . . ; 1, a(2dlogne)].

Let b = a1,j1 · a2,j2 · · ·as,js be the factorization of b with respect to α. Then

c =
r∑

i=1

(ji − 1)
(
2i−1

)
.

Thus, a solution to MF gives a solution to DLP, so MF is at least as hard as DLP. �

4.3 The Coset Intersection Problem

In this section, we concern ourselves with a special case of MST2. Let G be a group,

α = (ai,j) an [s, r]-mesh for G, and let g ∈ G. We set H = G, and let f : x 7→ xg be

conjugation by an element g ∈ G. That is, we define β = (bi,j) = (agi,j).

To break Alice’s key, one needs to find any g′ ∈ G such that bi,j = ag
′

i,j for 1 ≤ i ≤ s

and 1 ≤ j ≤ r. A secure implementation of MST2 in this case would require that

computing such an element be difficult. In order to ascertain the difficulty of this

task, we need to discuss how one would go about computing such an element.

We assume that finding an element ui,j ∈ G such that bi,j = a
ui,j
i,j is easy. Given

x, y, z ∈ G such that xy = z, it is not hard to see that {w ∈ G : xw = z} = CG(x)y.
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Thus, to break MST2, one needs to find an element in

Θ =
⋂

i,j

CG(ai,j)ui,j.

For which groups G is computing an element in Θ difficult? There is, so far,

no easy answer to this question. There is, however, at least a partial answer to the

opposite question– For which groups G is computing an element in Θ easy? Although

this does not tell us what groups we should use, it gives us a list of groups that should

not be used.

In this section, X is a set of cardinality n, and whenever G ≤ SX , G is represented

by < n2 generators. Sim’s Method [28], which runs in polynomial time [7], can

produce such a generating set. When a group is output from an algorithm, we again

assume it is output via a set of < n2 generators.

The GRAPH-ISOMORPHISM problem (GRAPH-ISO) is well known:

Problem: GRAPH ISOMORPHISM (GRAPH-ISO)

Input: Two graphs G1 = (V1, E1) and G2 = (V2, E2)

Question: Are G1 and G2 Isomorphic? That is, is there a bijection

f : V1 → V2 such that {u, v} ∈ E1 if and only if {f(u), f(v)} ∈ E2

Many people do not consider GRAPH-ISO to be hard in practice [13]. In fact,

when applied to random graphs, even naive graph isomorphism algorithms are prov-
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ably fast on average. Yet, although GRAPH-ISO has been studied extensively, there

is no known polynomial-time algorithm to solve it in general. That is, every known

approach to solving the problem has exponential worst-case running time. It is widely

believed that GRAPH-ISO is neither polynomial nor NP-Complete [9].

We define three other problems:

Problem: SUBGROUP INTERSECTION (INT)

Input: G,H ≤ SX .

Find: G ∩H .

Problem: COSET INTERSECTION(COS-INT)

Input: G,H ≤ SX , and two permutations g, h ∈ SX .

Find: Gg ∩Hh.

Problem: CENTRALIZER (CENT)

Input: G ≤ SX , and g ∈ SX .

Find: CG(x), the centralizer of x in G.

The following theorems give some evidence that these three problems are hard to

solve in general.
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Theorem 4.2 The problems INT, COS-INT, and CENT are polynomial-time equiv-

alent. [13]

Theorem 4.3 GRAPH-ISO is polynomial-time reducible to INT, COS-INT, and

CENT. [13]

Thus, INT, COS-INT, and CENT are all “at least as hard as” GRAPH-ISO. More

precisely, a polynomial-time algorithm to solve any of INT, COS-INT or CENT would

lead to a polynomial-time algorithm to solve GRAPH-ISO. The fact that it is widely

believed that GRAPH-ISO cannot be solved in polynomial time, along with the fact

that no polynomial-time algorithm to solve INT, COS-INT or CENT has been found

yet, leads most people to believe that these problems are not solvable in polynomial

time in general.

However, as with GRAPH-ISO, these problems are generally not considered to

be hard in practice. In other words, researchers have so far been able to compute

INT, COS-INT, and CENT for groups of interest. This certainly leaves open the

possibility that there are groups for which the currently available tools would not

suffice. Nothing is currently known about how fast the naive INT, etc, algorithms

work on average, as the notion of an “average group” is not as easily defined as with

graphs.
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With MST2 in mind, we are ultimately interested in groups for which COS-INT

and CENT are difficult (i.e. not polynomial). Thus, our search involves those classes

of groups for which the currently known algorithms aren’t fast enough. If it is indeed

the case that there are no polynomial-time algorithms to solve COS-INT and CENT,

then there must be some groups for which the problem is not efficiently computable.

We shall start by eliminating certain classes of groups for which there are known

polynomial-time algorithms.

The cases for which INT (equivalently COS-INT) is known to be solvable in poly-

nomial time are given below. [2, 12, 1, 23].

Theorem 4.4 Let G,H ⊆ SX . Then G ∩H can be computed in polynomial time if

1. G ∈ Γd, or

2. H C C〈G,H〉

Notice that case 1 includes solvable groups, and case 2 includes the case where

G normalizes H and when G and H are subgroups of a nilpotent group. Although

these are the only known cases when a special technique has been applied to obtain

polynomial-time algorithms for INT, this does not mean than any group other than

these will suffice. These are the only groups where INT has been proven to be solvable
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in polynomial time, which is not to say that there aren’t others.

Another result of Luks that is of interest is the following.

Theorem 4.5 Let G,H ⊆ SX . Then CoreG(G∩H) can be found in polynomial time.

It may be of interest to the reader that this result is based on the classification of finite

simple groups. Although it is doubtful that there are any practical implementations of

the algorithm thus far, the possibility does exist. Given this algorithm one should be

able to compute CoreG(Θ) in polynomial time, which would mean that Alice should

avoid choosing her element g from this subgroup.



Chapter 5

Summary and Further Research

We have already mentioned that since logarithmic signatures are at the center of

MST1, an in depth understanding of them is required to implement MST1, and to

ensure its security. In particular, knowing which logarithmic signatures are tame and

which are wild is of central importance. We have been able to classify logarithmic sig-

natures in several important ways, increasing our understanding of the permutations

to which they correspond. We have shown that transversal logarithmic signatures are

tame, increasing the set of known tame logarithmic signatures significantly. We also

are able to give exact formulas for the number of logarithmic signatures in the sets

T (γ, σ), T (γ, ·, r), and T (γ, ·, ·), and the number of permutations in T̂ (γ, σ).

Since there are |G|s−1 unique sandwiches of each logarithmic signature α, there

are |G|s−1 unique logarithmic signatures that are equivalent to α. Since they all cor-

respond to the same permutation, we would like to be able to consider only one of

90
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them. We have shown that there is a unique r-canonical and a unique `-canonical

equivalent of α, so that we can restrict our attention to only the r-canonical or

`-canonical logarithmic signatures. More specifically, whenever F is a class of log-

arithmic signatures closed under the sandwich transformation, we have shown that

F̂(·, ·, r) = F̂R(·, ·, r) = F̂L(·, ·, r).

We have analyzed the right and left translation transformations, and concluded

that whenever F is a class of logarithmic signatures closed under these operations,

then F̂ = F̂Ĝ. Similarly, due to the analysis of the element shuffle, we have shown

that whenever F is a class of logarithmic signatures closed under element shuffling,

then F̂(·, ·, r) = Ψ̂rF̂(·, ·, r). In other words, in each case the sets of permutations F̂

is the union of cosets of the groups Ψ̂r and Ĝ. This gives much more insight into the

structures of these sets than was known previously.

We introduced the class of permutably transversal logarithmic signatures, and

gave evidence that permutably transversal logarithmic signatures may be able to

provide a trap-door for use with MST1 if G is abelian, although more research is

needed to determine whether or not this is really the case. We believe that it will

soon be shown that either permutably transversal logarithmic signatures are tame

when G is abelian, or that they can be used as trap-doors.
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We gave insight into the challenges to an implementation of MST2, including a

discussion of how the subgroup intersection problem relates to the security of MST2.

With these results come several important questions for future study.

• Can we identify other classes of logarithmic signatures which are tame besides

the transversals?

• Are permutably transversal logarithmic signatures tame or wild? If they are

wild, can they be used as a trap-door for MST1?

• We conjectured that for every group G, 〈T̂ 〉 = S|G|. Can we prove this?

• Is there a way of obtaining a wild logarithmic signature as a product of tame

ones? If so, we can build a trap-door for MST1.

• Conversely, given a generic logarithmic signature, can we find a set of tame

logarithmic signatures such that their product is α? If so, MST1 cannot be

made secure.

• How can we use the knowledge of the structure of F and F̂ for the various

classes of logarithmic signatures to answer any of the above questions?
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